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We present a simple and efficient method for a fully dynamical treatment of Coulomb excitation in the semiclassical approximation by solving the time-dependent Schrödinger equation. It allows to investigate the importance of higher order effects in the breakup process. The method is applied to the Coulomb breakup of $^7$Li scattered on $^{197}$Au at 42 MeV projectile energy.
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1. Introduction

The Coulomb dissociation of light nuclei in the scattering on highly charged targets has attracted much attention in recent years. It can give valuable information on the structure of exotic nuclei and permits the extraction of astrophysical S-factors for the inverse radiative capture reaction, see, e.g., the review articles [1] for a detailed discussion. In order to get reliable information, the mechanism of the breakup process has to be fully understood and the validity of the theoretical description has to be established. The difficulty is that the very low energy radiative capture reactions can safely be described by a first-order E1- or E2-process, while the high-energy dissociation reaction includes higher orders, which can be seen a post-acceleration of the fragments in the Coulomb field of the target.

A fully dynamical calculation includes all higher order effects, and we can obtain a clear concept of the time evolution of the excitation process. A visualization of the time-dependent spatial distribution of the projectile wave function is especially helpful. In the problem of Coulomb dissociation, the time-dependent method is a viable method to other approaches, like explicit higher-order [2] or coupled-channels calculations [3]. However, the visualization of scattering or reaction wave functions is an interesting problem in its own right. The visualization of the quantum-mechanical evolution may lead to new and more efficient approximations. This is particularly relevant now with the study of very weakly-bound systems, where the continuum is always very close. Conventional direct reaction methods can usually not be applied here.

The interpretation and visualization of the $\psi$-function has been of particular interest to G. Süßmann [4]. Some time ago he has initiated a study by one of the authors on the fusion process also described as a time-dependent problem [5]. Thus it is appropriate to dedicate this article to G. Süßmann on his 70th birthday.

Returning to Coulomb dissociation, in the case of heavy targets and for small scattering angles of the projectile, the breakup process is dominated by the strong Coulomb force as compared to the nuclear induced breakup which we will neglect in our calculation. Our theoretical description is then based on the semiclassical approximation [6], i.e. the motion of the projectile in the Coulomb field of the target is treated classically and the excitation of the projectile is calculated quantumechanically. The semiclassical approximation is valid as long as the Sommerfeld parameter

$$\eta = \frac{Z_a Z_X e^2}{\hbar v}$$

(1)

is large compared to one. Here $Z_a$ and $Z_X$ are the charge numbers of projectile a and target $X$, and $v$ is the initial velocity of the projectile. Another important quantity is the adiabaticity parameter

$$\xi = \frac{\omega b}{v}$$

(2)
where $h\omega$ is the excitation energy of the projectile system and $b$ is the impact parameter. The adiabaticity parameter compares the time of interaction $\xi$ with the typical nuclear period $\omega^{-1}$. A sufficiently large excitation probability can only be expected for $\xi$ smaller than one. From (2) we see that small excitation energies and impact parameters favour a strong excitation.

Coulomb excitation probabilities are generally calculated in simple approximations where the dynamical evolution of the projectile scattering wave is not fully considered. The standard approach is the expansion of the excitation amplitude into a perturbation series in powers of the target charge $Z_X e$ [6]. Usually only the first order contribution is considered, corresponding to a one-photon exchange between projectile and target. This method definitely neglects higher order contributions from multiple-photon exchange. The inclusion of higher order contributions in the perturbation series is possible in an approximation for small $\xi$ [2] but it is rather limited with respect to actual experimental conditions.

While finite excitation energies are taken into account in the perturbation approach, the sudden approximation, on the other hand, assumes an instantaneous excitation process, i.e. $\xi = 0$, corresponding to an energetic degeneracy of all states involved. Here, higher order effects are taken into account to all orders, but the method is only applicable for very fast collisions.

In order to study the excitation process under general conditions of projectile energy, scattering angle and excitation energy a full dynamical treatment of the time evolution of the projectile system during the collisions is necessary. Therefore the time-dependent Schrödinger equation with an explicit time-dependent perturbation has to be solved in the semiclassical approximation. This is a rather involved computational task, and convenient numerical techniques are required.

The Coulomb dissociation process of projectiles like $^8\text{B}$, $^{11}\text{Li}$ and $^{11}\text{Be}$ has been treated in the framework of the time-dependent Schrödinger equation before [7 - 11] but mostly under some simplified assumptions at large projectile energies. E.g. one- and two-dimensional models in coordinate space were investigated, a straight-line trajectory of the projectile was assumed, which is only valid for high energy collisions, only E1 excitation was considered or the spin of the particles was neglected in the nuclear models used. Even with these simplifications the calculations gave an indication of the effects of higher order contributions. We will describe a method which is less restrictive than most of the earlier calculations in order to get results which are comparable to experimental data.

The paper is organized as follows. In Sect. 2 we describe a general method for solving the time-dependent Schrödinger equation which can be used whenever the problem depends on one (three-dimensional) dynamical variable, the potentials involved are local and the initial state can be represented by a normalized wave function localized in space. In Sect. 3 the method is specialized to the case of the semiclassical approximation to Coulomb dissociation assuming a simple two-body model of the projectile system. The method is applied in Sect. 4 to the Coulomb breakup of 42 MeV $^7\text{Li}$ scattered on $^{197}\text{Au}$, which corresponds to the conditions of a recent experiment [12]. We close in Sect. 5 with a summary and conclusions.

### 2. Solving the Time-Dependent Schrödinger Equation

We assume that the system under investigation can be described by the wave function

$$\Psi(\vec{r}, t) = \sum_c \frac{\psi_c(r, t)}{r} \langle \hat{r} | c \rangle$$  \hspace{1cm} (3)

where $\vec{r}$ is the dynamical variable. The dependence of the wave function on $r = |\vec{r}|$ is given by the time-dependent radial functions $\psi_c(r, t)$. The index $c$ stands for an individual channel, which is characterized by the quantum numbers $(J_c, M_c, l_c, s_c)$. The spin and angular dependence of the wave function is contained in the functions

$$\langle \hat{r} | c \rangle = \sum_{J_c, M_c} Y_{J_c, M_c}^{l_c, s_c}(\hat{r}) \sum_{m_l, m_s} (l_c m_l s_c m_s | J_c M_c \rangle Y_{l_c, m_l} \langle \hat{r} | s_c m_s)$$  \hspace{1cm} (4)

where the orbital angular momentum $l_c$ is coupled with the channel spin $s_c$ to the total angular momentum $J_c$.

#### 2.1. The Unperturbed System

The dynamics of the unperturbed stationary system is given by the Hamiltonian
\[ H_0 = \frac{p^2}{2\mu} + \sum_{c} |c\rangle V_{0\alpha}(r)\langle c|, \]

where we allow for a coupling between different channels by local potentials \( V_{0\alpha}(r) \), e.g. through spin-orbit or tensor forces. Solutions of the time-dependent \( c'c \) equation the set of equations

\[ \frac{i\hbar}{\partial t} \psi_{c'}(r, t) = \sum_{c} h_{c'c}(r, t) \psi_{c}(r, t), \]

where we have introduced the abbreviation

\[ h_{c'c}(r, t) = \left[ -\frac{\hbar^2}{2\mu} \left( \frac{\partial^2}{\partial r^2} + \frac{l_c(l_c + 1)}{r^2} \right) \delta_{c'c} + \left( V_{0\alpha}(r) + V_{c'c}(r, t) \right) \right]. \]

Then the solution of the reduced time-dependent Schrödinger equation (13) can be written:

\[ \psi_{c'}(r, t) \propto \psi_{c'}(r, t) + \frac{1}{i\hbar} \int_{t_i}^{t} dt' \sum_{c} h_{c'c}(r, t') \psi_{c}(r, t'). \]

For a small time step \( \Delta t \) we have the approximation

\[ \psi_{c'}(r, t + \Delta t) \approx \psi_{c'}(r, t) + \frac{\Delta t}{i\hbar} \sum_{c} h_{c'c}(r, t) \psi_{c}(r, t). \]

### 2.3. Numerical Solution of the Time-Dependent Schrödinger Equation

The simple form (16) is the starting point for the numerical solution of the initial value problem. The radial wave function in each channel \( c \) is discretized

\[ \psi_{c}(r, t) \rightarrow \psi_{c}(t) = [\psi_{c}(r_0, t), \psi_{r_1, t), \ldots, \psi_{r_{n_c-1}, t}] \]

on a mesh with \( n \) points and constant step size \( h = r_{i+1} - r_i \). For the total wave function we introduce the vector

\[ \psi(t) = [\psi_1(t), \ldots, \psi_{n_c}(t)], \text{ i.e. } [\psi(t)]_{c,i} = \psi_{c}(r_i, t). \]

This vector has \( N = n \times n_c \) entries when \( n_c \) is the number of channels. Using the finite difference approximation

\[ \frac{\partial^2}{\partial r^2} \psi_{c}(r_i, t) \approx \frac{\psi_{c}(r_{i+1}, t) - 2\psi_{c}(r_i, t) + \psi_{c}(r_{i-1}, t)}{h^2}, \]

Inserting (3,5,10,11) into (12) and projecting on channel
we can write the time dependent Schrödinger equation for the wave function \( \psi(t) \) in “matrix” form

\[
\frac{i\hbar}{\partial t} \psi(t) = h(t)\psi(t),
\]

(20)

where the matrix \( h(t) \) has indices \( c', c, i \) and \( j \)

\[
\begin{cases}
- \frac{\hbar^2}{2\mu} \left( \frac{2}{\hbar^2} - \frac{l_c(l_c+1)}{r_i^2} \right) \delta_{c'c} \\
+ \left( V_0^{c'c}(r_i) + V^{c'c}(r_i, t) \right) & \text{if } i = j; \\
- \frac{\hbar^2}{\mu} \delta_{c'c} & \text{if } |i - j| = 1, \\
0 & \text{if } |i - j| > 1.
\end{cases}
\]

(21)

For small time steps we can approximate (20) as

\[
\psi(t + \Delta t) \approx \frac{1 + \frac{\Delta t}{2\hbar} h(t)}{1 - \frac{\Delta t}{2\hbar} h(t)} \psi(t),
\]

(22)

which is identical to equation (16) to first order in \( \Delta t \).

The matrix

\[
U(t) = \frac{1 + \frac{\Delta t}{2\hbar} h(t)}{1 - \frac{\Delta t}{2\hbar} h(t)},
\]

(23)

introduced in (22), has the advantage of being unitary so that the modulus of the wave function stays constant during the time integration [13]. If we define the auxiliary vector

\[
\chi(t) = \frac{1}{2} [\psi(t) + \psi(t + \Delta t)],
\]

(24)

we find a system of linear equations, first,

\[
A(t)\chi(t) = \psi(t) \quad \text{with} \quad A(t) = \left[ 1 - \frac{\Delta t}{2\hbar} h(t) \right]
\]

(25)

for the unknown \( \chi(t) \), and finally

\[
\psi(t + \Delta t) = 2\chi(t) - \psi(t).
\]

(26)

For each time step the system of inhomogeneous linear equations (25) has to be solved, which is in general rather time-consuming because of the large dimension of the matrix \( A \). Considering the structure of the matrix \( h(t) \) in (21), the system (25) can be written in a form with a tridiagonal matrix of dimension \( n \times n \) with entries which are matrices of dimension \( n_c \times n_c \). This allows for a fast solution of the inhomogeneous system of linear equations (25) with a Gaussian elimination method [5, 13].

For this purpose we define the \( n \times n \) matrix \( B \) by

\[
[B(t)]_{ij} := C_{ij}(t),
\]

(27)

where \( C_{ij} \) are \( n_c \times n_c \) matrices with

\[
|C_{ij}(t)|_{c'c} = \delta_{c'c}\delta_{ij} - \frac{\Delta t}{2\hbar} h^{c'c}(t).
\]

(28)

Accordingly, we exchange the ordering of the elements in the vectors \( \psi \) and \( \chi \). We introduce the vectors \( X(t) \) and \( Y(t) = \frac{1}{2} (X(t) + X(t + \Delta t)) \) by

\[
[X(t)]_i = \tilde{\chi}(t)_i \quad \text{with} \quad [\tilde{\chi}(t)_i]_c = \psi_c(r_i, t).
\]

(29)

Instead of (25,26) we now find the system of linear equations

\[
B(t)Y(t) = X(t)
\]

(30)

for the unknown \( Y(t) \) and finally

\[
X(t + \Delta t) = 2Y(t) - X(t).
\]

(31)

The matrix \( B \) has a tridiagonal structure with \( [B(t)]_{ij} = C_{ij}(t) = 0 \) for \( |i - j| > 1 \). The system (30) can now be solved by the following procedure with \( n \) matrices \( F_i(t) \) and \( G_i(t) \) of dimension \( n_c \times n_c \) and \( n \) vectors \( f_i(t) \) and \( g_i(t) \) with \( n_c \) elements (the argument \( t \) is suppressed in the following):

1. Define

\[
G_0 = B_{00}^{-1} B_{01} \quad \text{and} \quad g_0 = B_{00}^{-1} X_0.
\]

2. Calculate recursively for \( i = 1, \ldots, n - 1 \):

\[
F_i = B_{ii} - B_{ii-1} G_{i-1},
\]

\[
f_i = X_i - B_{ii-1} g_{i-1},
\]

\[
G_i = F_i^{-1} B_{i+1i}, \quad \text{only for } i \leq n - 2,
\]

\[
g_i = F_i^{-1} f_i.
\]

With these operations the matrix \( B \) is transformed to an upper triangular matrix \( G \) with unit diagonal entries (upper Hessenberg matrix).

3. The transformed equations \( GY = g \) are now easily solved. Set \( Y_{n-1} = g_{n-1} \) and calculate recursively for \( i = n - 2, \ldots, 0 \):

\[
Y_i = g_i - G_i Y_{i+1}.
\]
Now we have obtained the solution of the set of linear equations (30). With (31) we find \( X(t + \Delta t) \) and therefore the wave function after the timestep \( \Delta t \). Instead of solving a set of inhomogeneous linear equations where the matrix on the left-hand side has the dimension \( N \times N \) with \( N = n_n \), we have to invert only \( n_c \times n_c \) matrices. This leads to a much faster procedure even considering that we have to repeat it for each point on the radial grid. In practice, no explicit inversion of matrices is performed because it is numerically more advantageous to solve the corresponding inhomogeneous linear equations, e.g. \( B_0 G_0 = B_0 \), directly with suitable algorithms.

The integration is started with the (normalized) wave function \( \Phi_{M_i}(\vec{r}, t_i) = \Phi_{M_i}(\vec{r}, t_i) \) of the ground state at a time \( t_i < 0 \) when the time-dependent perturbation \( V(\vec{r}, t) \) is negligibly small. The time evolution of the wave function is followed until the perturbation becomes again negligibly small at a time \( t_f > 0 \) resulting in the wave function \( \Phi_{M_f}(\vec{r}, t_f) \) which is still normalized to one but is a superposition of eigenfunctions of \( H_0 \) with different energies and quantum numbers \( l_c, J_c, M_c \). Note that for each \( M_i \) (\( M_i = -J_i, \ldots, J_i \)) of the initial state the time evolution has to be calculated independently, hence the index \( M_i \).

3. Coulomb Dissociation in the Semiclassical Approximation

3.1. Time-Dependence of the Perturbation for Coulomb Dissociation

For the present problem it is sufficient to describe the projectile \( a \) in a simple two body model consisting of the fragments \( b \) and \( c \) with masses \( m_b, m_c \), charge numbers \( Z_b, Z_c \), spins \( s_b, s_c \) and position vectors \( \vec{r}_b, \vec{r}_c \) in coordinate space. The spins can couple to channel spin \( s \) with \( |s_b - s_c| \leq s \leq |s_b + s_c| \). The interaction between the particles \( b \) and \( c \) is assumed to depend only on their distance \( |\vec{r}| \), so that the Hamiltonian \( H_0(\vec{r}) \) of the unperturbed system acts only the relative vector

\[
\vec{r} = \vec{r}_c - \vec{r}_b.
\] (32)

The center-of-mass motion of the projectile is well known [6]. It is treated classically and depends on the initial conditions of the collision, i.e. the projectile velocity \( v \) and the impact parameter \( b \). We are only interested in the relative motion of the fragments, which is described by the wave function (3).

The c.m. of the projectile moves on a hyperbolic trajectory in the Coulomb field of the target during the scattering and experiences a time-dependent perturbation

\[
V(\vec{r}, t) = \frac{Z_X Z_b e^2}{|\vec{r}_b - \vec{R}(t)|} + \frac{Z_X Z_c e^2}{|\vec{r}_c - \vec{R}(t)|} - \frac{Z_X (Z_b + Z_c) e^2}{|\vec{R}(t)|},
\] (33)

where \( Z_X \) is the charge number and \( \vec{R}(t) \) the position of the target \( X \) relative to the projectile center-of-mass. With \( \vec{r}_c = -\frac{m_c}{m_c + m_b} \vec{r}_b \) and \( \vec{r}_b = -\frac{m_b}{m_c + m_b} \), a multipole expansion yields

\[
V(\vec{r}, t) = \sum_{\lambda \mu} \frac{4\pi Z_X Z_{\text{eff}}^{(\lambda)} e^2}{2\lambda + 1} Y_{\lambda\mu}(\hat{r}) Y_{\lambda\mu}^*(\hat{\vec{R}}(t))\frac{r^\lambda}{R(t)^{\lambda+1}},
\] (34)

with the effective charge number

\[
Z_{\text{eff}}^{(\lambda)} = Z_c \left( \frac{m_b}{m_b + m_c} \right)^{\lambda} + Z_b \left( -\frac{m_c}{m_b + m_c} \right)^{\lambda}.
\] (35)

We can integrate out the angular coordinates. Defining

\[
C_{c' c}^{\lambda\mu} = \int d\Omega_s (Y_{c' c, M_c, M_c}^{l', s}(\vec{r}))^\dagger Y_{\lambda\mu}(\vec{r}) Y_{l', s}^{c' c}(\vec{r})
\] (36)

we write

\[
V(\vec{r}, t) = \sum_{c' c} C_{c' c}^{\lambda\mu} V_{c' c}(r, t)
\] (37)

with

\[
V_{c' c}(r, t) = \sum_{\lambda \mu} C_{c' c}^{\lambda\mu} v_{\lambda\mu}(r, t),
\] (38)

where

\[
v_{\lambda\mu}(r, t) = \frac{4\pi Z_X Z_{\text{eff}}^{(\lambda)} e^2}{2\lambda + 1} \frac{r^\lambda}{R(t)^{\lambda+1}} Y_{\lambda\mu}^*(\hat{\vec{R}}(t)).
\] (39)

It is convenient to choose the coordinate system in such a way that the \( z \)-axis is perpendicular to the scattering plane and the trajectory of the target is symmetric with respect to the \( x \)-axis. Then only multipole contributions with even \( \lambda + \mu \) appear in the sum.
The position of the target in the projectile c.m. system is given by

$$\vec{R}(t) = \left( \begin{array}{c} \frac{a}{v} (\cosh w + \epsilon) \\ \frac{a}{v} \sqrt{\epsilon^2 - 1} \sinh w \\ 0 \end{array} \right)$$

with $t = \frac{a}{v} (\epsilon \sinh w + w)$,

where the eccentricity $\epsilon$ is related to the scattering angle $\theta$ (in the center-of-mass system) by

$$\epsilon = \frac{1}{\sin \left( \frac{\theta}{2} \right)}$$

and $a$ is half the distance of closest approach in a head-on collision:

$$a = \frac{Z_x(Z_b + Z_c)\epsilon^2}{2E_0}$$

with the energy $E_0$ of the projectile-target c.m. motion. Thus the time dependence of the perturbation is fully specified.

### 3.2. Probabilities and Dissociation Cross Sections

From the known time-dependent wave function $\Psi_{M_x}(\vec{r}, \vec{t})$ probabilities of finding the system in individual discrete states can be calculated from the projection of the full wave-function onto the corresponding wave functions. E.g., we have the probability

$$P_k(t) = \left| \langle \Phi_k(\vec{r}, t) | \Psi_{M_x}(\vec{r}, t) \rangle \right|^2$$

for a given unperturbed state $\Phi_k(\vec{r}, t)$ of the projectile. It is also interesting to study, e.g., the time evolution of the continuum probability

$$P_{\text{cont}}(t) = \int d\tau \int d\Omega_{\text{cont}} |\Psi_{\text{cont}}(\vec{r}, t)|^2$$

with the continuum part of the full wave function

$$\Psi_{\text{cont}}(\vec{r}, t) = \Psi_k(\vec{r}, t) - \sum_k \langle \Phi_k(\vec{r}, t) | \Psi_{M_x}(\vec{r}, t) \rangle \Phi_k(\vec{r}, t)$$

where the sum includes all bound states $\Phi_k(\vec{r}, t)$ of the system.

The triple differential cross section for the Coulomb dissociation of the projectile $a$ into fragments $b$ and $c$ is calculated in the semiclassical approximation as

$$\frac{d^3 \sigma}{dE_{bc} d\Omega_{bc} d\Omega_a} = \frac{d \sigma_R(\theta) P_{f_i}(q) Q_f(q)}{d\Omega_a}$$

with the Rutherford cross section

$$\frac{d \sigma_R(\theta)}{d\Omega_a} = \frac{a^2}{4} \left[ \sin \left( \frac{\theta}{2} \right) \right]^{-4}$$

for the elastic scattering of the projectile $a$ on the target and the density of final states

$$Q_f(q) = \frac{\mu q}{(2\pi)^2 \hbar^2} \text{ with } q = \frac{\sqrt{2\mu E_{bc}}}{\hbar}.$$ 

The excitation probability $P_{f_i}$ depends on the relative momentum $\hbar q$ between the two fragments and can be calculated in various approximations. In the dynamical calculation discussed here it is given by

$$P_{f_i}(q) = \frac{1}{2J_i + 1} \sum_{M_{i,s}} \left| \langle \Phi^{(-)}_{m_{ix}}(q, \vec{r}, t_f) | \Psi_{M_x}(\vec{r}, t_f) \rangle \right|^2,$$

where $\Phi^{(-)}_{m_{ix}}(q, \vec{r}, t)$ is a complete scattering solution for the two fragments of the unperturbed Schrödinger equation

$$i\hbar \frac{\partial}{\partial t} \Phi^{(-)}_{m_{ix}}(q, \vec{r}, t) = H_0(\vec{r}) \Phi^{(-)}_{m_{ix}}(q, \vec{r}, t)$$

which asymptotically behaves as a plane wave with momentum $\hbar q$ and magnetic spin quantum number $m_s$ and ingoing spherical waves. In general this wave function has the form

$$\Phi^{(-)}_{m_{ix}}(q, r, t) = \sum_{l m_s} g_{l m_s}(q, r) Y^{l m_s}_{jm}(\hat{r}) (\ell m_s m_s |JM) \cdot Y_{lm_s}^{*}(q) \exp \left( \frac{E_{bc} t}{i\hbar} \right)$$

which displays explicitly the dependence on the direction of the relative momentum $\hbar q$ between the fragments. The wave function $\Psi_{M_x}(\vec{r}, t_f)$ is the solution of the time-dependent Schrödinger equation (12), for $t_f \to -\infty$ with the initial condition that for $t_i \to -\infty$
the wave function is just the unperturbed wave function of the ground state \( \Phi_{M_0}(\vec{r}, t) \). Since one is only interested in breakup contributions it is allowed and advantageous for numerical reasons to replace the full wave function \( \Psi_{M_0}(\vec{r}, t_f) \) in (48) by the corresponding continuum wave function \( \Phi_{\text{cont}}(\vec{r}, t) \) (44).

In case of the first order approximation the excitation probability reads

\[
P_{P_1}(\vec{q}) = \frac{1}{2J_1 + 1} \sum_{M_1, m_s} \left| \frac{1}{i\hbar} \int_{-\infty}^{\infty} dt (\Phi_{m_s}^{(l)}(\vec{q}, \vec{r}, t)|V(\vec{r}, t)|\Phi_{M_0}(\vec{r}, t)) \right|^2.
\]

This expression is obtained from (48) if the full time-dependent wave function \( \psi_{M_0}(\vec{r}, t_f) \) is replaced by the first-order approximation

\[
\Psi_{M_0}(\vec{r}, t_f) \approx \Phi_{M_0}(\vec{r}, t_f) + \frac{1}{i\hbar} \int_{t_i}^{t_f} dt V(\vec{r}, t)\Phi_{M_0}(\vec{r}, t).
\]

For completeness we also give the excitation probability for the sudden approximation

\[
P_{P_1}(\vec{q}) = \frac{1}{2J_1 + 1} \sum_{M_1, m_s} \left| \left( \Phi_{m_s}^{(l)}(\vec{q}, \vec{r}, t) \right) \right|^2 \exp \left[ \frac{1}{i\hbar} \int_{-\infty}^{\infty} dt V(\vec{r}, t) \right] \left| \Phi_{M_0}(\vec{r}, t) \right|^2.
\]

### 4. Coulomb Breakup of \( ^7\text{Li} \)

The breakup of \( ^7\text{Li} \) during the scattering on heavy targets was first attributed to an electromagnetic process in early experiments of Shotter et al. [14]. After that, Coulomb breakup of \( ^7\text{Li} \) was extensively studied [14 - 16] but a theoretical explanation of the data in the framework of first order theories was not satisfactory. Besides the nuclear contributions to the breakup, higher order effects and the electric quadrupole contribution were suspected to be the main problem. In a recent experiment [12] the Coulomb dissociation of \( a = ^7\text{Li} \) into \( b = ^4\text{He} \) and \( c = ^3\text{H} \) was studied again at a projectile energy of 42 MeV for various targets and scattering angles in order to allow for a systematic investigation of the effects. Therefore, the breakdown of \( ^7\text{Li} \) is a good candidate for the application of our method. \( ^7\text{Li} \) is still a rather simple system but it already shows a complex structure with two bound states and conspicuous resonances in the continuum. Here, we will investigate higher order effects only in a qualitative way. More detailed calculations with a quantitative comparison to experimental data will appear elsewhere.

### 4.1. Nuclear Model of \( ^7\text{Li} \)

First, we define the nuclear model of the system in our calculation. \( ^7\text{Li} \) is described in a potential model assuming to consist of \( ^4\text{He} \) and \( ^3\text{H} \) clusters which remain unaffected during the motion. The channel spin \( s_c \) is given by the spin \( \frac{1}{2} \) of \( ^3\text{H} \). The wave functions for the \( ct \) relative motion are obtained by solving the stationary Schrödinger equation where the Hamiltonian has the form (5) with the reduced mass \( \mu = m_a m_t/(m_a + m_t) \). The central potential is assumed to be diagonal in channel space and of Woods-Saxon shape

\[
V^c(\vec{r}) = \frac{V_c \delta^c e^{-\rho /a}}{1 + \exp \left( \frac{R-r}{a} \right)}
\]

with radius \( R = 2.39 \text{ fm} \) and diffuseness parameter \( a = 0.68 \text{ fm} \). The depth of the potential \( V_c \) is adjusted in the partial waves with \( l_c = 1 \) and \( l_c = 3 \) to give the correct energy of the bound states and the resonances, respectively. For \( l_c = 0 \) the depth was adjusted to give approximately the experimental scattering phase shifts. In the case of the partial waves with \( l_c = 2 \) we use the depth of partial wave \( l_c = 0 \) and additionally a mean spin-orbit potential deduced from the depths of the potentials in partial waves \( l_c = 1 \) and \( l_c = 3 \) for different \( J_c \). The values for \( V_c \) are given in Table 1. Now all free parameters of our model are fixed. The model space in our calculation is restricted to \( s-, p-, d-, \) and \( f- \) waves. Besides the physical bound states in partial waves with \( l_c = 1 \) there are also unphysical bound states in our model, e.g. a \((1/2)^+ \) state at \( -8.27 \text{ MeV} \), a \((5/2)^+ \) state at \( -7.37 \text{ MeV} \) and a \((3/2)^+ \) state at \( -5.42 \text{ MeV} \). In the calculation of the time-
evolution with perturbation we have to guarantee that these states are not populated. This is done after each
time step by projecting out the forbidden states from
the wave functions of the respective channels and by
the amplitude of the initial state accordingly.

From the wave functions several properties of the
system can be calculated. They are given in Table 2.

The widths of the continuum resonances are close
to the experimental values. The electric quadrupole
moment of the ground state and the \( B(E2) \) values for
the transition from the ground to the first excited state
are mainly determined by the inner part of the wave
function while the astrophysical S-factor is sensitive
to the outer parts of the ground state wave function.
Even in our simple model the $^7\text{Li}$ system is rather well described.

### 4.2 First Order vs. Dynamical Calculation of Coulomb Dissociation

As an example for the application of the method, we will now study the Coulomb breakup of 42 MeV $^7\text{Li}$ scattered on $^{197}\text{Au}$ for a scattering angle of 50°. In the semiclassical approximation this corresponds to an impact parameter of 8.7 fm and a minimal distance between target and projectile of 13.9 fm at closest approach. The Sommerfeld parameter, (1), with $\eta = 15.3$ is large enough to justify this approximation. The adiabaticity parameter, (2), $\xi \approx 1$ at breakup threshold limits the probability for excitation to continuum states.

In the dynamical calculation we use a mesh with 1200 equidistant points of distance 0.3 fm for each of the channel wave functions. Due to the selection rules from the choice of our coordinate system we have a maximum of 16 coupled channels in a calculation with given $M_i$ when we consider s-, p-, d- and f-waves. We have 4 possible initial states ($M_i = -3/2, \ldots, 3/2$) for the ground state total angular momentum of $J_i = 3/2$. The time-integration is started with the projectile-target distance of 120 fm with a step-size of $\sim 8$ fm/c. After passing the moment of closest approach, the evolution of the wave function is followed up to a time when the distance reaches at least 300 fm. In the multipole expansion of the Coulomb interaction (34) we only consider E1 and E2 contributions.

Let us first examine the time-evolution of various probabilities when we start with the initial state $J_i = 3/2, M_i = 3/2$. In Fig. 1 we show the total probability

$$P_l(t) = \int d^3r \left| \sum_c \delta_{lIc} \frac{\psi_c(r,t)}{r} \chi_{JcM_c}(r) \right|^2$$

of finding the system in a single partial wave $l$ as a function of time. In case of the p-wave we consider all states except the initial state. The time-dependence displays a distinct structure. Before the time of closest approach of projectile and target ($t = 0$ fm/c) the probabilities in the first order calculation and in the dynamical calculation are very similar. They rise very steeply and show a pronounced maximum around $t = 0$ fm/c, especially in the s- and d-waves. For later times the difference between the two calculations becomes larger, displaying the importance of higher order effects. The oscillatory structure in the first order calculation, e.g. for the s-wave probability, is related to the exponential time dependence $\exp(i\omega_f t)$ in the first order amplitude (cf. (51)). Here the excitation energy $\hbar \omega_{J_i}$ enters which is typically about 3 MeV which corresponds to a period of $\sim 400$ fm/c. The first order probabilities converge rather fast to their final values whereas the probabilities in the dynamical calculation change appreciably even for large times. This can be understood from the spatial extension of the system which interacts with the external perturbation. In case of the first order calculation the probability is given by the overlap between the initial bound state wave function and the time-dependent perturbing potential at all times whereas in the dynamical calculation the full wave function enters which includes bound and scattering wave functions. The linear combination of these results in a wave packet which spreads out in the course of time (see below). From Fig. 1 we also see that the excitation probability is larger in the first order calculation than in the dynamical calculation (except for the s-wave). For p- and d-waves which can be populated in the first order calculation only by E2 transitions we find a "dynamical quenching" similar to the observation in [11] in the Coulomb breakup of $^{8}\text{B}$. Also, the d-wave probability is reduced in the dynamical calculation.

Figure 2 displays the time-evolution of the angular integrated probability in the continuum (43) for the two methods of calculation and the initial state $J_i = 3/2, M_i = 3/2$. The quantity $\log[P(r,t)]$ is given for $P(r,t) \geq 10^{-7}$ fm$^{-1}$ as a function of $r$ and $t$ where the starting time of the integration is approx. -1141 fm/c. At first sight the time-dependence of the radial probability looks rather similar in both calculations. At times before the closest approach of target and projectile, i.e. $t = 0$ fm/c, the excitation leads to an increase of the probability for small values of $r$ corresponding to the spatial extension of the initial state. The probability reaches a maximum shortly after $t = 0$ fm/c. After that a wave packet starts to propagate outwards but at the same time a large fraction of the probability remains in the nuclear interior. This corresponds dominantly to the excitation of the $\left(7/2^{-}\right)$ resonance in the continuum which has a mean lifetime of approx. $2.1 \times 10^9$ fm/c or $7.1 \times 10^{-21}$ s. Once a state in the continuum is excited, in the first order calculation the respective wave function evolves under the action of the free Hamiltonian (5) without
Fig. 2. Time-evolution of the probability of the system to be in the continuum $P_{\text{cm}}(r, t)$ in the first order calculation (top) and the dynamical calculation (bottom). See text for a detailed explanation.
Fig. 3. Time-evolution of the probability $P_{\text{cos}}(r_t, \phi, t)$ in the first order calculation (left) and in the full dynamical calculation (right). The position and size of the target in the scattering plane is indicated by a sphere at each moment. See text for a detailed explanation.
Fig. 4. The same as in Fig. 3 but for later times.
interacting with other states anymore. In contrast, in the dynamical calculation the continuum states are perturbed by the time-dependent potential. This explains the difference in the shapes of the wave packet in the two calculations at large times.

The influence of higher order effect becomes more distinct when we study the time-evolution of the probability of finding the triton at a distance \( r_t \) from the c.m. of the projectile at an angle \( \phi \). It is given by

\[
P_{\text{cont}}(r_t, \phi, t) = \frac{1}{\rho} P_{\text{cont}}(r_t, \phi, t)
\]

with

\[
P_{\text{cont}}(r, \phi, t) = \int d\cos(\theta) r^2 |\psi_{\text{cont}}(r, t)|^2
\]

and \( \rho = m_\alpha / (m_\alpha + m_t) \). Note that the \( z \)-axis is perpendicular to the scattering plane in our coordinate system. In Figs. 3 and 4 the quantity \( \log[P(r_t, \phi, t)] \) for \( P(r_t, \phi, t) \geq 10^{-7} \text{ fm}^{-1} \) in the first order calculation is compared to the result of the dynamical calculation for different times in the time-evolution. For \( t < 0 \text{ fm}/c \) the probability increases at small \( r_t \) and there is hardly a difference in the two distributions. At \( t = 68 \text{ fm}/c \) the distributions are still rather compact but differences can be noticed. The tail of the probability distribution overlaps with the target because of the small impact parameter. At \( t = 708 \text{ fm}/c \) we find a central peak in the probability from the continuum resonances. Additionally, the wave packet starts to spread out. Here, we already see that the angular distribution for the emission of the triton in the projectile system differs very much in the two calculations. In the first order calculation the triton is emitted preferably in a direction approximately opposite to the target while this direction is rotated in the full calculation. The angular distribution is determined by the inference of the various partial waves. For later times the wave packet continues to spread out and develops a spiral-like structure.

Finally, in Fig. 5 we compare the double differential breakup cross section

\[
\frac{d^2\sigma}{dE_{\alpha t}d\Omega_{\alpha t}} = \int d\Omega_{\alpha t} \frac{d^3\sigma}{dE_{\alpha t}d\Omega_{\alpha t}d\Omega_{\alpha t}}
\]

for various partial waves in the two calculations. For low relative energies the \( s \)-wave contribution dominates the cross section. With increasing energy contributions from additional partial waves become more important. The \( (3/2)^- \) resonance in the \( f \)-wave stands clearly against the continuum. Higher order effects have a strong impact on the cross sections. For small relative energies they reduce the cross section but for higher energies the results in the dynamical calculation become larger than in the first order calculation. So both the absolute value and energy dependence of the cross sections change appreciably.

5. Summary and Conclusions

For the first time higher order effects in the Coulomb dissociation of \(^7\text{Li} \) into \( \alpha \) and \( t \) scattered on \(^{179}\text{Au} \) at \( 50^\circ \) as a function of the \( \alpha t \) relative energy for various partial waves. Results of the full dynamical calculation (solid lines) and of the first order calculation (dashed lines).
experimental conditions. This can help to determine a suitable range of projectile energies, scattering angles and target charges. Here, we limit ourselves to first exploratory calculations.

As an example where higher order effects are expected to be of great significance, we chose the conditions of a recent experiment with a \(^7\)Li projectile with a rather small energy of 42 MeV, a scattering angle of 50°, and a \(^197\)Au target. For the description of the \(^7\)Li system we used a simple but rather accurate potential model which allows to treat in a consistent way both bound and scattering states, including resonances. As there is no experimental information on the E2 strength in the continuum we have to rely on the predictions of our model.

We compared the time-dependence of various probability distributions in the full dynamical calculation with first order results in order to get an impression of the effects of higher order contributions to the breakup. Indeed, they have a strong influence on the results in the chosen example by changing the absolute value of cross sections and even more importantly the angular distribution of the fragments. This has to be considered in a reliable application of the Coulomb dissociation method.

Our method is sufficiently flexible to allow for various extensions in the calculation. The number of multipole contributions can be extended beyond E1 and E2, and higher partial waves than \(l = 0, \ldots, 3\) can be included with the consequence of an increased complexity of the calculation. Nuclear contributions to the breakup were not, but can be included since they can be significant for large scattering angles. The dissociation of other nuclei of interest, like \(^8\)B, can also be studied in the framework of our model. Higher order effects are fully taken into consideration in the time-dependent treatment of Coulomb breakup. Therefore it is possible to obtain information on radiative capture reactions with sufficient accuracy, which is necessary for a reliable foundation of astrophysical models.