We analyse linear networks of impedances in the case when the impedances at every level differ by a factor of $b$ from those at the previous level. Such networks can be used as models for rough surfaces, in which case there will exist a level of finest detail which must be taken into account in any calculation. We obtain an exact expression for the ratio of the impedance of the network to the outer impedance for an arbitrary number of elements in the network. We show that this class of networks shows a transition from a fractal geometric structure to a non-fractal structure according to the value of $b$. However, their effective impedance is never fractal.

**Introduction**

Lakhtakia *et al.* [1] have studied ladder circuits similar to that of Fig. 1 with a view to using them in the characterisation of rough surfaces. They give closed form results for semi-infinite networks, and recurrence relations for finite networks. Any attempt at modelling real surfaces must work with finite networks, as there always exists a smallest length scale present. In this paper we consider similar networks of impedances, such as that shown in Fig. 1, where the impedances at each level differ from those at the previous level by a factor of $b$. In the second section we derive, in closed form, the effective impedance for this network for an arbitrary number of levels. We will show then that these networks show a transition between fractal and non-fractal properties in their geometric structures. We will also demonstrate that even when the structure is fractal, the effective impedance of the network is not fractal.

![Fig. 1. An impedance network in which the impedances at each level, shown as resistors, differ from those at the previous level by a factor of $b$.](image-url)
Impedance Calculations

We will use the following notation: \( Z_n \) is the value of the impedances at the \( n \)th level; \( Z(n) \) is the effective impedance of the network which contains \( n \) levels; and

\[
\begin{align*}
\frac{x_n}{Z_n} = \frac{Z(n)}{Z_n}
\end{align*}
\]

is the effective impedance measured in multiples of the impedances at the outer level. We will refer to the outer and inner levels of the network, the effective impedance being measured at the outer level. In Fig. 1 the outer impedances, \( Z_n = R_n \), are the largest and the inner impedances, \( Z_0 = R_0 \), are the smallest, but it is not necessary that we should have \( b > 1 \). We will also need the initial value \( Z(0) = 2Z_0 \), which gives

\[
\frac{x_0}{Z_0} = \frac{2}{2}.
\]

We should note that the circuit in Fig. 1 is only one of a whole family of similar circuits. In Fig. 1 a single branch of the impedances \( Z_{n-1} \) is placed in parallel with the impedance \( Z_n \). We could connect \( N \) identical branches in parallel with the impedances at each level of the circuit.

The effective impedance \( Z(n) \) with \( N \) branches in parallel at each level can obviously be calculated in the recursive manner

\[
\begin{align*}
Z(n) &= Z_n + \frac{N}{Z_n + Z(n-1)}
\end{align*}
\]

which can be converted into a continued fraction by the successive substitution of the \( Z(i) \),

\[
\begin{align*}
Z(n) &= Z_n + \frac{1}{Z_n + \frac{N}{Z_{n-1} + \frac{N}{Z_{n-2} + \cdots}}}
\end{align*}
\]

Equation (3) can also be written as

\[
\begin{align*}
\frac{Z(n)}{Z_n} = \frac{NZ_{n-1} + 2Z(n-1) + 2Z(n-2)}{NZ_n + Z(n-1) + Z(n-2)},
\end{align*}
\]

which is a recurrence relation for \( x_n \):

\[
\begin{align*}
x_n = \frac{Nb + 2x_{n-1}}{N + x_{n-1}}.
\end{align*}
\]
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We can view (6) as a non-linear mapping for \( x \). That is, we can write

\[
\begin{align*}
f(x) = \frac{Nb + 2x}{Nb + x},
\end{align*}
\]

The fixed points \( x_\infty \) of the mapping are those for which \( x_\infty = f(x_\infty) \), that is the solutions of

\[
\begin{align*}
x_\infty^2 + x_\infty(Nb - 2) - Nb = 0,
\end{align*}
\]

whose values are

\[
\begin{align*}
x_\infty = 1 - (Nb/2) \pm \sqrt{(Nb/2)^2 + 1}.
\end{align*}
\]

In general, \( x_\infty \) is irrational. When \( N = 1 \) and \( b = 1, \ 2, \) and \( 4 \), \( x_\infty \) takes on the interesting values of the golden ratio \( \phi = (1 + \sqrt{5})/2 \) and \( 2/\phi \).

These values of \( x_\infty \) are indeed the values of the effective impedance of the semi-infinite network measured in multiples of the outer impedance. A more physical way of seeing this is to note that when the network is semi-infinite, the addition of another outer level of impedances is equivalent to multiplying all of the impedances in the existing network by a factor of \( b \). From the rules for combining impedances in series and in parallel one easily sees that multiplying all of the impedances in any network by a factor of \( b \) also multiplies the effective impedance by the same factor \( b \). Replacing \( Z(n - 1) \) by \( Z(n)/b \) in (3) leads directly to (8).

Although we have the effective impedance for a semi-infinite network, we should note that any application of these networks as models of rough surfaces should use a finite network because of the existence of a smallest length scale, such as the size of an atom or molecule, in a real surface. Obviously, the recursion relation given in (6), along with the initial value \( x_0 = 2 \), is sufficient to calculate \( x_n \) for any \( n \).

However, we will now show that it is possible to solve (6) in closed form. Knowing that the fixed point of the mapping is the \( x_\infty \) given in (9), we introduce the new variable

\[
\begin{align*}
y_n = x_n - x_\infty.
\end{align*}
\]

Using the condition for the fixed point, (8), the recursion relation for \( y_n \) can be written as

\[
\begin{align*}
\frac{1}{y_n} = \frac{Nb + x_\infty}{2 - x_\infty} \cdot \frac{1}{y_{n-1}} + \frac{1}{2 - x_\infty},
\end{align*}
\]
whose solution is

$$\frac{1}{y_n} = \left(\frac{N + x_\infty}{2 - x_\infty}\right)^n \frac{1}{y_0} + \frac{1}{2 - x_\infty} \sum_{m=0}^{n-1} \left(\frac{N + x_\infty}{2 - x_\infty}\right)^m.$$

The solution for $x_n$, using the value $x_0 = 2$ and the fixed point given by (9), is

$$x_n = 1 - \frac{N b}{2} + \sqrt{1 + \left(\frac{N b}{2}\right)^2 a_+ a_-},$$

where $a_\pm = \left(2 + N b \pm \sqrt{(N b)^2 + 4}\right)^{n+1}$.  

**Fractal Dimensions**

We now turn to the question of whether the impedance-networks that we are studying are fractal. One of the characteristics of a fractal is that, it is self-similar on all length scales, which means that, if one cuts a piece out of a fractal and then amplifies it to the size of the original, the amplified portion is indistinguishable from the original one. A more quantitative measure of whether a system is fractal is to determine how a quantity of interest, such as the content of the system, e.g., the area or the volume, depends on the length scale used to describe the system. Let the measure of interest be $C(L)$ and let us suppose that it is proportional to a power $d$ of the length scale $L$. That is to say, we suppose that we can write

$$C(L) \propto L^d.$$  

For example, if the measure $C$ is the volume of the system we would expect to find $d = 3$. A fractional value of $d$ indicates a fractal system. The dimension $d$ is obtained by measuring $C(L)$ at two different length scales $C(L_1)$ and $C(L_2)$ and calculating

$$d = \frac{\ln[C(L_1)/C(L_2)]}{\ln(L_1/L_2)}. \quad (15)$$

For the impedance networks under consideration we can look for two different dimensions, the structural dimension and the transport dimension. The first describes how the geometric content of the circuit scales with length, and the second describes how the effective impedance of the circuit scales. As a measure of the content of the system let us imagine that the impedances are wires of equal cross section. The different impedances (resistances) are simply made of different lengths of wire. The measure $C$ that we will use to describe the structure of the system is the total length of wire used. This is equivalent, for the general case of impedances, to calculating the sum of all of the impedances in the system. This is not, of course, the effective impedance of the system, because some of the impedances are connected in parallel.

We wish to compare the content of two networks, one with $n$ levels of impedances and the other with $(n+1)$ levels, in both cases with the inner impedance $Z_0$ of the same size. The step from $n$ to $n+1$ levels is a change of the length scale by a factor of $b$. The content $C(n)$ with $n$ levels in the system is

$$C(n) = 2Z_n + \sum_{i=1}^{n} 2N_i \frac{Z_n}{b^i} = 2Z_n \frac{1 - (N/b)^{n+1}}{1 - (N/b)}.$$  

Similarly we have

$$C(n+1) = 2Z_{n+1} \frac{1 - (N/b)^{n+2}}{1 - (N/b)} = 2bZ_n \frac{1 - (N/b)^{n+2}}{1 - (N/b)}.$$  

and

$$d = \frac{\ln \{b[1 - (N/b)^{n+2}]/[1 - (N/b)^{n+1}]\}}{\ln(b)}.$$  

The fractal dimension so obtained obviously depends on the value of $n$ and it should, therefore, be evaluated in the limit of $n \to \infty$. The result then depends on the value of $N/b$. For $N/b \leq 1$ we have the uninteresting result $d = 1$. This corresponds to the fact that, in this case, the total amount of impedance present (the total length of wire) is finite even in the limit of having an infinite number of levels in the network, and that this quantity is proportional to the outer impedance. For $N/b > 1$ the dimension in the limit $n \to \infty$ is

$$d = \frac{\ln N}{\ln b}. \quad (19)$$

This is the fractal geometric dimension of the network.

We observe that there exists a critical value for $N/b$. When $N/b$ is less than the critical value of one, the geometric structure is not fractal, but for larger values it is fractal. One can imagine constructing a network with a fixed value of $N$, and then varying the
value of \( b \). As the value of \( b \) passes through \( N \), the network will show a transition from fractal to non-fractal behaviour.

In the case of the transport dimension we compare the effective impedances of two networks, \( Z(n) = Z_n x_n \) and \( Z(n+1) = Z_{n+1} x_{n+1} = b Z_n x_{n+1} \), which gives

\[
d_t = \frac{\ln(bx_{n+1}/x_n)}{\ln(b)}.
\] (20)

Given that the \( x_n \) tends to the limiting value \( x_\infty \) when \( n \rightarrow \infty \), the limiting value for the transport dimension is

\[
d_t = 1.
\] (21)

We see that even though the geometric structure can be fractal, the impedance is never fractal. However, there do exist impedance networks, such as the Sierpinski gasket [39], where both the geometric and the transport dimensions are fractal. It is interesting to note that when considering the transport properties of our networks the relevant parameter is \( Nb \), but when we consider the geometric properties it is \( N/b \). This is a reflection of the fact that there does not exist a simple relation between geometric properties and transport properties for fractal structures.

**Conclusions**

Fractal impedance networks can be used to model the electrical properties of surfaces. One of the characteristics of a fractal is that it contains details on all length scales. We have looked at the question of what happens when there is a smallest length scale present in the problem, such as the atomic length scale that must always be present in the description of the surface. We have shown that it is possible to obtain a closed form expression for the impedance network shown in Fig. 1 for an arbitrary number of levels in the network.

The network is shown to have transition between fractal and non-fractal behaviour. It is a geometric fractal when \( N/b > 1 \) with fractal dimension \( d = \ln N / \ln b \). However, even when the geometric structure is fractal, the impedance is not fractal.