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1. Introduction

There is an actual interest to characterize disordered structures \( S \) exhibiting scaling behavior in terms of fractality or affinity, cf. [1]. The quantification of fractality is based on the introduction of a measurable quantity \( Q(l) \) depending on a selected length scale. The \( q \)-th power of \( Q(l) \), averaged over \( S \), is investigated and it is examined whether there exists multiscaling behavior in the limiting case \( l \rightarrow 0 \):

\[
\langle (Q(l))^q \rangle \sim l^{\zeta_q}.
\]

(1)

Under this scaling assumption, scaling exponents \( \zeta_q \) are deduced which serve as a characterization of the statistical properties of the disordered structure of \( S \). If \( \zeta_q \) is a nonlinear function of \( q \) we say that \( S \) is a multifractal or has multiaffine scaling properties [1].

For synthetically constructed complex structures like the Cantor-set or the Sierpinski-gasket (just to mention two well-known examples), the exponents \( \zeta_q \) can be calculated explicitly. Problems commonly arise in the investigation of natural structures with the quality of this characterization method.

Another common method to characterize the statistical content of the disordered structure \( S \) is the evaluation of correlations. Let \( s(x) \) denote a functional value of \( S \) at the location \( x \) (for example, \( x \) can be thought of as space variable but may also be considered as a time variable). Then \( \langle s^{q_1}(x_1)s^{q_2}(x_2)\ldots s^{q_n}(x_n) \rangle \) is the general form of an \( n \)-point correlation. The knowledge of all \( n \)-point correlations can be regarded as a complete statistical characterization of \( S \).

The multiscaling analysis and the correlation analysis is linked. Let us consider the definition

\[
Q(l) := s(x + l) - s(x).
\]

Here \( Q(l) \) is denoted as an increment. In this case the two-point-correlations \( \langle s^{q_1}(x_1)s^{q_2}(x_2) \rangle = \langle s^{q_1}(x_1)s^{q_2}(x_1 + l) \rangle \), where \( l = x_2 - x_1 \) are directly linked to \( \langle (Q(l))^q \rangle \). In this case it is common to call \( \langle (Q(l))^q \rangle \) the \( q \)-th order structure function.

2. Evolution Equation for the Probability Distribution

In this paper we want to present a new method to analyze disordered structures in a more general way. We will show that the two stochastic aspects just mentioned are incorporated in our approach. Starting from (1), we know that

\[
\langle (Q(l))^q \rangle = \int (Q(l))^q P(Q(l), l) dQ(l).
\]

(2)

Thus instead of evaluation the scaling behavior of (1) it is more general to evaluate the \( l \)-dependence of the probability density distribution \( P(Q(l), l) \).

The essential point of our work is that we present a procedure which allows us to derive an evolution equation for the probability distribution \( P(Q(l), l) \) with respect to the size parameter \( l \) directly from experimental data. The first step consists in investigating how the quantity \( Q(l) \) at one fixed point \( x \) changes with \( l \). (Also other constructions of \( Q(l) \) may be used, like the midpoint construction: \( Q(l) := \)
Form the data we can evaluate the \( n \)-dimensional probability density distributions
\[
p(Q(l_1), l_1; Q(l_2), l_2; \ldots; Q(l_n), l_n)
\]
or respective conditional probability distributions
\[
p(Q(l_n), l_n; \ldots; Q(l_r), l_r; |Q(l_{r-1}), l_{r-1}; \ldots; Q(l_1), l_1),
\]
where we use the convention \( l_{i+1} < l_i \). Next we ask whether these \( n \)-dimensional distributions can be expressed by two-dimensional probability distributions. This is nothing else but investigating whether the statistics of \( Q(l) \) corresponds to a Markov process. To give evidence that a Markov-process is related to our problem one should show that
\[
p(Q(l_n), l_n; \ldots; Q(l_r), l_r; |Q(l_{r-1}), l_{r-1}; \ldots; Q(l_1), l_1) = p(Q(l_n), l_n; \ldots; Q(l_r), l_r; |Q(l_{r-1}), l_{r-1}).
\]
This is evidently an impossible task. However, as is well-known, a necessary condition for a process to be Markovian is the validity of the Chapman-Kolmogorov equation [2]
\[
p(Q(l_3), l_3; Q(l_1), l_1) = \int p(Q(l_3), l_3; Q(l_2), l_2)p(Q(l_2), l_2; Q(l_1), l_1) \, dQ(l_2).
\]
The validity of this equations yields strong hints that the stochastic process is Markovian.

Form the Chapman-Kolmogorov equation an evolution equation for the conditional probabilities can be deduced, which is known as the Kramers-Moyal expansion
\[
- \frac{d}{dl} P(Q(l), l) = - \frac{\partial}{\partial Q(l)} D^{(1)}(Q(l), l) P(Q(l), l)
\]
\[+ \left[ \frac{\partial}{\partial Q(l)} \right]^2 D^{(2)}(Q(l), l) P(Q(l), l).
\]
From (4) and (7) the evolution equation for a single event \( Q(l) \) at point \( x \) in form of a Langevin equation can be derived [2]:
\[
- \frac{d}{dl} Q(l) = g(Q(l), l) + h(Q(l), l) \Gamma(l).
\]
The function \( g \) describes the deterministic evolution of \( Q(l) \), whereas \( h \) takes into account the stochastic fluctuations. In the case of the Fokker-Planck equation the functions \( g \) and \( h \) are given by \( D^{(1)} \) and \( D^{(2)} \), where \( h \propto \sqrt{D^{(2)}} \). The noise term \( \Gamma \) has the properties of \( \delta \)-correlated gaussian noise.

From (4), equations for the moments \( \langle Q(l)^q \rangle \) are obtained by multiplying (4) with \( Q^q \) and successively integrating over \( Q(l) \) [3]:
\[
- \frac{d}{dl} \langle Q(l)^q \rangle = \sum_{n=1}^{q-1} \frac{q!}{(q-n)!} \langle D^{(n)} Q^{q-n} \rangle.\]

If the Kramers-Moyal coefficients are
\[
D^{(n)} \sim \frac{d_n}{l} Q^n,
\]
the scaling behavior of (1) is guaranteed and we obtain from (9)

$$\frac{l}{\langle Q^q \rangle} \frac{d}{dl} \langle Q^n \rangle = -\sum_{n=1}^{q-1} \frac{q!}{(q-n)!} d_n = \zeta_q. \quad (11)$$

For the simple case of a Fokker-Planck equation we see now that $D^{(1)} = d_1 Q/l$ and $D^{(2)} = d_2 Q^2/l$ implies multiscaling with $\zeta_q = d_1 q - d_2 q(q-1)$. The quadratic $Q$-dependence of $D^{(2)}$ corresponds to a purely multiplicative noise process, as we can see from the discussion of point 2 above.

5. For the case of the validity of a Fokker-Planck equation the stationary solution

$$P(Q(l), l) = \text{const} \frac{D^{(2)}}{D^{(1)}} \exp \left( 2 \int_{Q_0}^{Q(l)} \frac{D^{(1)}(y, l)}{D^{(2)}(y, l)} dy \right) \quad (12)$$

is known, where $Q_0$ is a constant. Taking the condition for scaling behavior of point four, (10), that the drift term is linear and the diffusion term is quadratic in $Q$, we find that the probability density distribution $P(Q(l), l)$ evaluated by (12) is not normalizable. The stationary distribution is simply the $\delta$-function $\delta(Q(l))$. Inclusion of a small additive noise term yields a distribution which for large values of $Q(l)$ has a powerlaw form, which is a characteristic feature of a Lévy-distribution. In this case the moments $\langle Q^q \rangle$ diverge for higher $q$ values and thus the derivation of (9) becomes questionable [4]. An argument that the above mentioned results on $\langle Q^q \rangle$ still hold is that the power law tails of the distribution at infinity are only valid for the stationary solution. For an initial probability distribution at large scales $l$ it would take an infinite cascade (development with the evolution equation) to create such wings at infinity. Therefore, for any natural structure $S$, where typically scaling behavior is only found in a finite interval of scales $l$, we expect that these divergences do not affect the results discussed here.

6. We want to point out that having shown the Markovian properties any $n$-point statistics can be derived from the two-point statistics $p(Q(l_2), Q(l_1), l_1)$. In the case of the applicability of the Fokker-Planck equation the $n$-point statistics can be explicitly given by the knowledge of the two Kramer-Moyal coefficients $D^{(1)}$ and $D^{(2)}$ [2].

4. Application to Experiments

Finally, let us mention some verifications and applications of the method presented above:

For the case of fully developed turbulence, a major challenge consists in explaining the statistics of velocity increments $V(l)$, cf. [5]. Typically the increments of the velocity component in the direction of the distance vector are taken. Investigation of experimental data has recently shown that the statistics of the velocity increments can be characterized by a Fokker-Planck equation with $D^{(1)} = \gamma V(l)/l$ and $D^{(2)} = a(l) + b(V(l))^2/l$, [6]. Here, $\gamma$ turns out to be approximately $-1/3$, which is clearly related with the scaling behavior of the second moments, which scale like $\langle V(l)^2 \rangle \approx l^{2\gamma}$, $\gamma \approx 2/3$.

Here we want to report on further new findings on the disorder in turbulence. It is of central interest to determine the statistics of the energy dissipation on different length scales. Following the suggestion of Kolmogorov and Obukhov, we evaluate the energy dissipation size $l$ according to [7]:

$$\epsilon_l(x) = \frac{15\nu}{l} \int_{x-l/2}^{x+l/2} \left( \frac{dv}{dx'} \right)^2 dx', \quad (13)$$

where $\nu$ denotes the kinematic viscosity. It has been postulated that non-gaussian statistics in the velocity increments is due to a log-normal distribution of $\epsilon$. We take $\log(\epsilon)$ as our quantity $Q$. The variance of $\log(\epsilon)$ was assumed to be logarithmic in the length scale. We have already verified the Chapman-Kolmogorov equation [8]. Next we have evaluated the Kramer-Moyal coefficients, and we saw that the fourth coefficient is close to zero.

Figure 1 presents the first two Kramer-Moyal coefficients, $D^{(1)}(Q, l)$ and $D^{(2)}(Q, l)$. Both coefficients have been evaluated for several scales covering the whole inertial range. (The inertial range in turbulence denotes the range of length scales where scaling behavior is expected to occur. This range is bounded by a large length scale $L$ dominated by the boundary conditions, like the size of the flow, and the viscous or Kolmogorov length scale $\eta$, where dissipation dominates the flow.) For convenience we have used in our evaluation a logarithmic length scale $l = \ln r$, which corresponds in evaluation $rD^{(n)}$ in a linear scale. In the following, $r$ denotes the linear scale. (Note that these Kramer-Moyal coefficients presented are obtained for a finite scale ratio of $r_1/r_2 = 1.02$, just
Fig. 1. Drift and diffusion coefficients, $\Delta^{(1)} = D^{(1)} - F(l)$ and $D^{(2)}$ for the values of the scale $r/\eta=400, 200, 100, 50$, $\eta$ being the Kolmogorov viscous scale. These coefficients were evaluated from experimental data of a free jet with a Reynolds number $R_\lambda$ of 328 [9].

below which the resolution of the velocity is not sufficient any more.)

To make the drift terms coincide an $l$-dependent additive term $F(l)$ has been used. The occurrence of this additive term can be justified. In fact it is determined by the constraint of conservation of mean energy.

In the central region, the drift coefficient is linear in $\log(\epsilon_r) = Q$ and the diffusion coefficient is constant. Furthermore, the slope of $D^{(1)}$ and the value of $D^{(2)}$ are both scale invariant in the inertial range:

$$
D^{(1)}(Q) = \gamma(Q - \langle Q \rangle) + F(l),
$$
$$
D^{(2)}(Q) = D
$$

with $\gamma \approx 0.2$ and $D \approx 0.03$. Thus, we can summarize that our empirical results show that the statistics of the quantity $\log(\epsilon_r)$ is determined by a Fokker-Planck equation with a linear drift and a constant diffusion coefficient. Such a Fokker-Planck equation is related to an Ornstein-Uhlenbeck process. The positive slope of $D^{(1)}$ indicates that there is no stationary probability distribution [2]. Nevertheless, the following conclusions on the evolution of the probability distributions can be drawn.

As initial condition at the integral scale $L$ we take a sharp distribution:

$$
P(Q_L) = \delta(Q_L - \langle \epsilon \rangle),
$$

where $\langle \epsilon \rangle$ denotes the mean dissipation. The conditional distribution function for $r < L$, $P(Q(r)|Q(L))$, is then Gaussian:

$$
P(Q(r)|Q(L)) = \frac{1}{\sqrt{2\pi D}} e^{\frac{(Q(r) - \langle Q(r) \rangle)^2}{2D}},
$$

where the mean and the variance are given by [2]

$$
\langle Q(r) \rangle = \langle Q(L) \rangle - \Lambda^2/2,
$$
$$
\Lambda^2 = \frac{D}{2\gamma} \left( \left( \frac{r}{L} \right)^{-2\gamma} - 1 \right).
$$

In the range of scales $r \ll L$, $\Lambda^2$ can be written as a power law:

$$
\Lambda^2 = \frac{D}{\gamma} \left( \frac{r}{L} \right)^{-2\gamma}.
$$

Such a dependence has been predicted by Castaing [10] for a quantity $\lambda^2$ proportional to $\Lambda^2$. For large scales $r$, $\Lambda^2$ becomes small and may be approximated by a logarithmic law leading to scaling behavior in the velocity increments.
5. Summary

To summarize, we have presented a new method to analyze the statistical content of a disordered structure. We have shown how this approach is related to multifractal scaling. Furthermore, it has been shown that this method can be applied to experimental data; therefore we have presented the analysis of the energy statistics in turbulence. From this we found that the statistics are very close to a simple well-known stochastic process, namely the Ornstein-Uhlenbeck process. If one verified that the disorder of a system can be attributed to a stochastic process, one has the opportunity to use many results explaining details of the disorder. Thus we saw for the energy cascade in turbulence that the positive slope of the drift term leads to the nonstationary spreading of the width of the probability distributions. This behavior causes the often discussed intermittency effects in turbulence directly. These intermittency effects are usually discussed in terms of multifractal scaling, but up to now no satisfying conclusion could be drawn of the multifractal scaling ansatz. With the analysis presented here, we hope to have given some new insight into the statistics of the energy cascade in turbulence.
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[3] For the integartion it is assumed that the probability distributions $P(Q(l), l)$ decay at infinity faster than any power of $Q$.


