Determination of the Partial Structure Factors of Amorphous CuZr by Anomalous X-Ray Scattering and Reverse Monte Carlo
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Anomalous X-ray scattering experiments have been performed to study the local order in an amorphous CuZr sample prepared by mechanical alloying. The three partial structure factors were extracted both using a regularization algorithm to solve an ill-conditioned system of linear equations and applying the reverse Monte Carlo technique to the experimental data. Then the short range atomic distributions of similar samples prepared by different methods and investigated by different techniques are compared.
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1. Introduction

The unusual physical and chemical properties of non-crystalline alloys have motivated, in the last years, the development of new techniques for producing amorphous materials. At the same time, the short-range atomic environment of these metastable compounds has extensively been studied and a new branch of science emerged: amorphography [1]. How far is the amorphous state from thermodynamic equilibrium? Has every amorphous specimen its own atomic structure or can its structure be considered a slight modification from an ideal glass state? To elucidate the latter point, it is necessary to compare high quality experimental information about the atomic distribution of different samples.

In the simple case of binary systems it is possible to obtain a good description of the atomic structure by extracting the three partial structure factors (PSFs). This requires three different experiments which involve strong contrast among the atomic form factors [2]. When suitable isotopes are available, the neutron scattering technique may be used to obtain the PSFs [3]. Unfortunately, it can be applied to only a few elements.

On the other hands, thanks to the tunability, high brightness and intensity of synchrotron radiation it is possible to take advantage of the energy dependence of the x-ray scattering factors (anomalous x-ray scattering, AXS [4]). However, even for binary compounds the system of linear equation is ill-conditioned and the solutions are strongly sensitive to small changes in the data. The presence of both random and systematic errors could prevent a good solution and standard least-squares routines often fail to provide a solution with physical meaning. Different non-standard methods for solving the ill-conditioned system have been proposed [5–9].

In this paper we describe the application of the AXS technique to extract the PSFs of CuZr amorphous alloy prepared by mechanical alloying. Preliminary results have been reported in [10]. A regularization algorithm for treating the ill-conditioned system will be described. The comparison of the short range atomic arrangement with the structural parameters obtained from AXS [9, 11] and neutron scattering techniques [12, 13] on rapidly quenched samples is also discussed. Furthermore, the reverse Monte Carlo (RMC) technique has been used to obtain an independent set of PSFs and partial distribution functions (PDFs) that best reproduce the experimental functions.

2. Formalism and Strategies

2.1. Scattering Formalism

According to the Faber-Ziman formalism [14], the total structure factor (TSF) a(q, E), for a binary amor-
phous system, can be defined as a weighted sum of three PSFs, $a_{ij}(q)$, [15, 16]:

$$a(q, E) = w_{AA}(q, E)a_{AA}(q) + 2w_{AB}(q, E)a_{AB}(q) + w_{BB}(q, E)a_{BB}(q),$$  

(1)

$$w_{ij}(q, E) = c_jc_if_i^*f_i'f_i^*,$$  

(2)

$$\langle f'^2 \rangle = |c_AF_A + c_BF_B|^2,$$  

(3)

where $c_j$ and $f_i = f_i(q, E)$ are the concentration and the atomic scattering factor of species $i$, respectively.

The X-rays atomic scattering factor can be written as

$$f_i(q, E) = f_i^0(q) + f_i'q + i f_i''q,$$  

(4)

where $q = 4\pi\sin(\theta)/\lambda$ is the modulus of the scattering vector with $2\theta$ the scattering angle and $\lambda$ the photon wavelength, $E$ is the photon energy, $f_i^0$ the Fourier transform of the electron density, and $f_i'$ and $f_i''$ are the real and imaginary parts of the anomalous dispersion correction, respectively. The dependence of these terms of the scattering angle is negligible, but they change abruptly when the energy of the incident beam is tuned near the absorption edge of the $i$ species.

For PSF available in the reciprocal space in the range from $q_1$ to $q_2$, the partial pair correlation function, $G_{ij}(r)$, is defined as

$$G_{ij}(r) = \frac{2}{\pi q_i} \int q [a_{ij}(q) - 1] \sin(qr) dq.$$  

(5)

The nearest neighbour distances $R_{ij}$ are given by the position of the first maximum in the $G_{ij}(r)$. The PDFs can be calculated from

$$\text{PDF}_{ij}(r) = c_j[4\pi q_0r^2 + rG_{ij}(r)],$$  

(6)

$q_0$ being the mean atomic number density. The number of $j$ atoms around the atomic species $i$ in the range from $r_1$ to $r_2$ can be evaluated as

$$N_{ij} = \int_{r_1}^{r_2} \text{PDF}_{ij}(r) dr.$$  

(7)

To evaluate the chemical ordering, the parameter $\eta_{AB}$ proposed by Cargill and Spaepen [17] may be adopted:

$$\eta_{AB} = N_{AB}/N_{AB}^* - 1,$$  

(8)

where $N_{AB}^* = c_BN_A + c_AN_B$ and

$$\langle N \rangle = c_AN_A + c_BN_B.$$  

2.2. Differential Anomalous Scattering (DAS)

The first step to separate the PSFs is reached by calculating the differential structure factors (DSFs) around each atomic species present in the sample. A differential structure factor can be obtained by performing scattering experiments at two energies, respectively near and far from the absorption edge of an element. By taking the difference between these two data sets, all correlations not involving the chosen atom disappear:

$$\text{DSF}_A(q, E_1, E_2) = \Delta w_{AA}a_{AA}(q) + \Delta w_{AB}a_{AB}(q),$$  

(9)

$$\Delta w_{ij}(q, E_1, E_2) = [w_{ij}(q, E_1)\langle f(E_1) \rangle^2 - w_{ij}(q, E_2)\langle f(E_2) \rangle^2] / [\langle f(E_1) \rangle^2 - \langle f(E_2) \rangle^2],$$  

(10)

the coefficient $\Delta w_{AB}$ being practically zero.

The Fourier sine transform of DSF$_A$ gives the differential distribution function DDF$_A(r)$, which describes the structure around the atom A. Therefore it is sensitive only to the environment of that atom:

$$\text{DDF}_A(r, E_1, E_2) = \frac{2}{\pi q_i} \int q [\text{DSF}_A(q, E_1, E_2) - 1] \sin(qr) dq,$$  

(11)

With a suitable choice of the difference between the two energies (i.e., a large enough difference to yield a significant change in $f'$ but not too large, so that one can assume that the two measurements have been performed under similar experimental conditions), the DAS procedure is able to partially cancel some systematic errors.

This technique provides local information similar to that provided by Extended X-ray Absorption Fine Structure (EXAFS) technique. These two techniques are complementary because they cover different ranges of the reciprocal space [18].

2.3. Strategies for Obtaining the PSFs

2.3.1. Anomalous X-Ray Scattering (AXS)

The three partial structure factors can, in principle, be determined using three independent measurements with varying $f'_i$ and solving, for each $q$-value, a system of linear equations. In matrix notation:

$$\textbf{W}p = t,$$  

(12)

where the elements of the vector $t$ are the measured TSFs, $a(q, E)$; $p$ is the unknown vector of the PSFs $a_{ij}(q)$ and $\textbf{W}$ is the matrix of the weighting coefficients $w_{ij}(q, E)$.

Unfortunately, this system is ill-conditioned due to very weak differences among its rows, and the solution
is strongly sensitive to small changes in the data vector, $t$. Consequently, the noise or the systematic errors present in $t$ could prevent a correct solution.

The conditioning can be evaluated through the singular value decomposition (SVD) of the matrix $W$. As known [19], the SVD of a matrix $W_m n (m > n)$ gives two orthogonal matrices $U, V$ and a diagonal matrix $D$, such that

$$\begin{align*}
W &= U D V^T; \\
U^T U &= I_m; \\
V^T V &= I_n,
\end{align*}$$

$$D = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_n),$$

$$\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_n \geq 0.$$

In (13) $I_m$ and $I_n$ are the identity matrices of order $m$ and $n$, respectively, and the elements, $\sigma_i$, of the diagonal matrix, $D$, are the singular values of the matrix $W$. The ratio between the first and the last non-zero singular value is called the conditioning number of $W$, $\text{cond}(W)$, and represents an amplification factor in propagating the experimental errors. Indeed, if $\delta t$ is the error vector associated with $t$, the relative error $\delta p$ of the solution vector $p$, is given by [20]

$$\| \delta p \| / \| p \| \leq \text{cond}(W) \| \delta t \| / \| t \|,$$

where $\| \cdot \|$ denotes the Euclidean norm. Typically, the value of $\text{cond}(W)$ for AXS experiments is larger than that encountered in neutron scattering experiments using isotopic substitution.

Given the poor conditioning, a new approach is to introduce further information to decrease the condition number, this way making the system more stable. A strategy suggested by Munro [21] and implemented by Ludwig [22] and de Lima [5] consists in introducing in the system (12) the two differential structure factors, calculated near the K-edge of both elements. Really, the introduction of these functions represents an important improvement towards obtaining a stable solution of the system. The solution of the system is obtained, for each value of the scattering vector $q$, by minimizing the quadratic function $\| W p - t \|^2$. This strategy has been successfully applied in the study of amorphous Ni$_2$Zr, for which high quality data with a very low level of noise were available [23].

Nevertheless, often the decreasing of the conditioning number is not sufficient for obtaining a good solution. In these cases some regularization methods have been proposed to reduced the influence of the noise [7, 8]. In practice, the quadratic function to be minimized is

$$Q^{[k]}(p) = \lambda \| H^{[k]} p \|^2 + \| W p - t \|^2,$$

where $H^{[k]}$ is the regularization matrix and $\lambda$ is the regularization parameter which determines the influence of the matrix $H$. Following the usual procedures of regularization in Euclidean spaces, three different regularization matrices can be considered. Each of them corresponds to a different constraint being imposed on the regularized solution. The choice $k = 0$ corresponds to a control on the norm of the vector $p$, i.e. it prevents the three components of $p$ from becoming too large. The choices $k = 1$ and $k = 2$ correspond to a control on the first and second variations in the components of $p$, respectively. The value of the regularization parameter must be carefully chosen: if $\lambda$ is too large, the solution vector $p$ does not correspond to the input data; on the other hand, if $\lambda$ is too small $p$ tends to the least-squares solution. This method has been demonstrated to have good properties of stability, in absence of systematic errors, even in the case of highly noisy data [7].

However, in experimental situations also systematic errors are usually present in the measured data. They are more dangerous than random errors, since they often vary slowly with $q$. The presence of systematic errors gives rise to some specularity (mirror effect) both in PSFs and in the PDFs [24]. In the reciprocal space the amplitude of the PSFs is often far from being physically meaningful. This fact causes, in real space, the presence of wide regions where the atomic distribution is negative. Although systematic errors are not successfully treated by the regularization algorithms, it is possible to rewrite the system (12) so that all $q$-points are simultaneously involved and the constraints are applied to consecutive points of the three PSFs at the same time [25, 26].

In experimental situations it is quite difficult to appreciate the level of systematic errors but, in some cases, the constraints are able to reduce their effects forcing the solutions, the PSFs and then the PDFs, to change simultaneously. This often leads, at varying $\lambda$, to a progressive reduction of unphysical behaviour and mirror effect. Therefore, the criterion of minimizing the presence of unphysical negative values in real space can be used to stop the regularization process.

The efficiency of the regularization algorithm was tested by comparing the regularized PDFs with those obtained with other methods. Figures 1 and 2 show the regularized PDFs at different values of the regularization parameter, for amorphous NiZr$_2$ and NiZr$_3$, respectively. In the case of the least-squares solution (curves a) only the Zr–Zr PDFs exhibit an
acceptable behaviour, while the Ni–Zr and Ni–Ni PDFs are affected by strong unphysical negative features and the typical mirror effect. This is the case of the erroneous situation where a positive strong peak present in a PSF is compensated by a negative peak in another PSF. By increasing $\lambda$ (from a to d curves), these unphysical features are practically eliminated. Each function, at the best $\lambda$ value (curves d, full line), is compared with the corresponding function obtained by using an iterative method (curves d, dotted line) [5].

While the Zr–Zr PDFs exhibit a is very good agreement, some comments are necessary for the Ni–Ni and Ni–Zr PDFs. In the case of the regularized Ni–Ni PDFs the short and medium range order appear completely destroyed, while the same PDFs obtained by the iterative method exhibit strong oscillations in the medium range. Really, the absence or the very small Ni–Ni coordination, in amorphous NiZr$_3$ and NiZr$_3$, has been stated by EXAFS [27] and X-ray diffraction [28] investigations, thus the features in the medium
range appear unusual. This result can be interpreted as due to a residual mirror effect between the Ni–Ni and Ni–Zr PDFs, considering that the amplitudes of the oscillations in the medium range of the Ni–Ni and Ni–Zr PDFs are very large, and the positions of the maxima in the Ni–Ni PDFs roughly correspond to the positions of the minima in the Ni–Zr PDFs, and vice versa. In the light of these results, the regularization algorithm seems able to provide reliable PSFs.

2.3.2. Reverse Monte Carlo (RMC)

The reverse Monte Carlo method has been proposed as a method for obtaining a three-dimensional model of the structure of disordered materials from scattering data [29].

The RMC is a variation of the standard Metropolis Monte Carlo procedure (no interatomic potentials are required) in which a structural function calculated from the configuration of the atomic coordinates is systematically compared with the same function obtained by an experiment. The squared difference between the experimental, $F_{\text{e}}(x)$, and calculated, $F_{\text{c}}(x)$, structural function in the real or the reciprocal space is minimized until convergence is reached. With adequate computer time a good agreement is usually obtained. For a binary amorphous material the RMC method can be able to provide the three PSFs, $a_{ij}(q)$, (or the PDFs, $g_{ij}(r)$) using, as input information one or more experimental functions. Only the chemical composition, the measured density of the sample and the closest approach distance of two atoms are needed in the RMC algorithm.

The following steps elucidate the procedure:

i) An initial configuration of $N$ particles in a periodic cubic box of side length $L$ is created. The size of the box must be chosen such that the number density corresponds to the experimental one. The starting configuration may be a lattice, a random network or the result of an earlier simulation.

ii) Starting simulated $g_{ij}(r)$ functions are calculated, and from them any function $F_{\text{e}}(x)$ of interest can be constructed. $F_{\text{c}}(x)$ is compared with the corresponding experimental function $F_{\text{e}}(x)$, via a standard $\chi^2$-test:

$$\chi^2 = \sum_{k} \left[ F_{\text{e}}(x_k) - F_{\text{c}}(x_k) \right]^2 / 2 \sigma_k^2,$$

where $\sigma_k$ is the estimated experimental error.

iii) A new configuration is generated by a random motion of a randomly chosen particle. This produces a new $F_{\text{c}}(x)$, and a $\chi^2$ can be calculated.

iv) If $\chi^2 > \chi^2$, the move is accepted, otherwise it is accepted with a probability $\exp(\chi^2 - \chi^2)$. The procedure is repeated from (iii).

As the procedure is iterated, $\chi^2$ will decrease to an equilibrium value about which it will oscillate. At this point it is possible to start collecting a set of independent configurations consistent with the experimental data and calculate the average $F_{\text{c}}(x)$. From the three-dimensional model of the atomic positions it is possible to deduce structural information not directly available from diffraction experiments such as the bond angle distribution, defined as the number of angles $\theta$ between the two vectors joining a central atom with any two neighbours of its first coordination shell.

3. Experimental and Data Analysis

3.1. Sample Preparation and Characterization

The amorphous CuZr alloy was prepared by milling a suitable mixture of the elemental powders. The milling process was carried out under argon atmosphere using steel vials mounted on a high energy planetary ball mill. The changes to the amorphous phase were monitored by X-ray diffraction spectra taken on small portions of the powder at different milling steps. After 20 h, the crystalline peaks of elemental Cu and Zr have completely disappeared and only a broad halo typical of the amorphous state was present in the spectrum. Fe contamination from the ball mill was found to be less than 2% in the final product.

3.2. X-Ray Diffraction Measurements

The X-ray diffraction data were collected on the wigwag beam line at LURE-DCI (France) using a two-circle goniometer. The powder sample was placed in a vacuum chamber to avoid air scattering contribution to the measured signal. The experimental apparatus is equipped with a two crystal Si (220) monochromator and a Solid State multidetector composed of 12 Si:Li plates [30]. The use of the multidetector has greatly reduced the time needed to reach a good signal/noise ratio.

The energy resolution of the multidetector is sufficient to resolve the fluorescence $K_{\alpha}$ but not the fluorescence $K_{\beta}$, when the energy of the incident beam is close to that of an absorption $K$-edge. Moreover, part of the Compton scattered intensity cannot be separated, particularly at low scattering angles.
Table 1. Anomalous scattering factors (electrons) calculated at the different energy values (keV) [33].

<table>
<thead>
<tr>
<th>Energy</th>
<th>$f_{Cu}$</th>
<th>$f_{Cu}$</th>
<th>$f_{Zr}$</th>
<th>$f_{Zr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1 = 8.779$</td>
<td>$-3.47$</td>
<td>$0.50$</td>
<td>$-0.44$</td>
<td>$1.93$</td>
</tr>
<tr>
<td>$E_2 = 8.975$</td>
<td>$-7.83^*$</td>
<td>$1.66^*$</td>
<td>$-0.47$</td>
<td>$1.85$</td>
</tr>
<tr>
<td>$E_3 = 11.000$</td>
<td>$-0.60$</td>
<td>$2.78$</td>
<td>$-0.80$</td>
<td>$1.29$</td>
</tr>
<tr>
<td>$E_4 = 17.400$</td>
<td>$0.24$</td>
<td>$1.27$</td>
<td>$-3.02$</td>
<td>$0.56$</td>
</tr>
<tr>
<td>$E_5 = 17.990$</td>
<td>$0.25$</td>
<td>$1.20$</td>
<td>$-7.56^*$</td>
<td>$0.99^*$</td>
</tr>
<tr>
<td>$E_6 = 18.972$</td>
<td>$0.26$</td>
<td>$1.09$</td>
<td>$-2.16$</td>
<td>$3.38$</td>
</tr>
</tbody>
</table>

Values obtained from experimental absorption data by means of the optical theorem and the Kramers-Kronig integration [31, 32].

For a binary compound, three different measurements should be, in theory, sufficient to obtain the three PSFs. However, six experiments were performed to reduce the ill-conditioning of the system, allowing also the use of the differential structure factors [21]. The six different photon energies, reported in Table 1, have been suitably chosen to yield significant changes in the real part, $f'$, of the anomalous scattering factors.

The energies $E_2$ and $E_5$ are very close the K-edge of Cu (8.980 keV) and Zr (17.998 keV), respectively, and have been selected below the edge in order to reduce the emission of fluorescence. The energies $E_1$ and $E_4$ have been selected far enough from the edge to yield a significant variation in $f'$, but not too far in order to take advantage of the cancellation of systematic errors in calculating DSF$_{Cu}$ and DSF$_{Zr}$. The energies $E_3$ and $E_6$ have been chosen far from both edges to evaluate the experimental ratio $K_\alpha/K_\beta$ for both Cu and Zr, in order to be able to subtract the $K_\beta$ contribution from the measured data at the energy closest to the K-edge.

3.3 Data Analysis

Great care was necessary in the preliminary steps of data analysis, in particular in the rejection of the $K_\beta$ fluorescence, the subtraction of Compton scattering and the normalization to obtain the absolute scattering per atom. For the energies nearest to the Cu and Zr K-edge, the values of $f'_{Cu}$ and $f'_{Zr}$, respectively, were calculated using the Kramers-Kronig relationship [31, 32], starting from experimental absorption data; otherwise tabulated values were used [33]. A full description of the data analysis steps can be found in [5, 23].

Each data set was independently processed to obtain the TSF. These functions were separately analyzed to check their quality and their compatibility. After the rejection of bad data sets, the remaining sets were averaged. According to the Faber-Ziman formalism [14], the total structure factor is obtained from the coherently scattered intensity per atom, $I_c(q, E)$:

$$a(q, E) = \frac{[I_c(q, E) - \langle f^2 \rangle - \langle f' \rangle^2]}{\langle f' \rangle^2}, \quad (19)$$

$$\langle f^2 \rangle = c_A f_A f_A^* + c_B f_B f_B^*. \quad (20)$$

Figure 3 shows how ten different TSFs measured at the energy $E_5 = 17.990$ keV by ten different detectors superimpose very well after all steps of data reduction. In the same figure, the standard deviation from 20 measurements at the same energy value is also reported.

4. Results

4.1. Total Structure Factors

The six TSFs corresponding to the chosen energies are shown in Figure 4. Some considerations can be made. (i) The differences among the averaged TSFs are small due to the small values of $f'$ and $f''$ with respect to $f'$. (ii) The curves exhibit a very good signal/noise ratio which is mostly due to the implementation of the multidetector. (iii) Due to the preparation method small crystalline contributions are present in the spectra [23, 34]. Thus, some features in the TSFs are due to crystalline peaks only ascribable to residual metallic Cu and Zr since no trace of oxide or
intermetallic crystalline phases was observed. In any case, the estimated amount of crystalline contribution should not significantly modify the composition of the amorphous phase. The main evidences of the crystalline residual phases can be observed on both sides of the main peak and also at about 3.50 Å\(^{-1}\) and in the range from 4.5 to 6 Å\(^{-1}\). To undoubtedly attribute these features we observed how they change when the differential structure factors are calculated. All contributions not involving Cu and Zr atoms are, in fact, eliminated in the DSF\(_{Cu}\) and DSF\(_{Zr}\), respectively.

It must be pointed out, however, that the presence of residual crystallinity is not a crucial point. In fact, we performed in the following two parallel data treatments (with and without removing the crystalline contributions) obtaining two sets of PSFs which exhibit the same shape. Only very small bumps remain in the uncorrected set at the same q-points where the TSFs are affected by the residual crystalline contributions.

In the real space, the effects of the crystalline contributions in the RDFs calculated by Fourier transforming the total structure factors are not appreciable at all. The six RDFs, reported in Fig. 5, show different shapes in the region of the first peak due to the differences in the weighting factors \(w_{ij}\). The left side of the peak (shorter distances) is enhanced when the contribution of the pairs containing Zr are lower, i.e. at the energies \(E_4, E_5, E_6\) nearest to the Zr K-edge. On the contrary, when the energies are close to the Cu K-edge, i.e. \(E_1, E_2, E_3\), the pairs containing Cu contribute less to the RDFs, and the asymmetry of the first peak is shifted towards larger distances. Going from lower to higher \(r\) values, the distance Cu–Cu and Cu–Zr and the distance Zr–Zr are therefore evidenced.

### 4.2. Differential Anomalous Scattering

The two pairs of energies \(E_1 – E_2\) and \(E_4 – E_5\) were used to evaluate DSF\(_{Cu}\) and DSF\(_{Zr}\), respectively. These functions are reported in Fig. 6 together with the characteristic features of the crystalline Cu and Zr...
whose diffraction lines are drawn in an arbitrary scale. As expected, crystalline contributions appear in each DFS: in DSF$_{Cu}$ the peaks at 3.00, 3.50, 4.90, and 5.75 Å$^{-1}$ coincide with the positions of (111), (200), (220) and (311) diffraction lines of elemental Cu. These peaks are absent in DSF$_{Zr}$, while three peaks at 2.55, 3.90 and 4.60 Å$^{-1}$, not present in DSF$_{Cu}$, emerge due to (101), (110) and (112) diffraction lines of elemental Zr. As pointed out, we have estimated that the amounts of the crystalline phases are approximately equal, not affecting considerably the composition of the amorphous phase.

The precise evaluation of the position of the crystalline peaks allowed us to remove these contributions from each TSF and DSF in the following way: i) the crystalline peaks were first eliminated from DSF$_{Cu}$, (DSF$_{Zr}$) and from the TSF at the energy $E_2$ ($E_4$), the nearest to Cu (Zr) K-edge, where these effects are more enhanced; ii) the TSF at the energy $E_1$ ($E_3$), has been re-calculated, from the pair of functions DSF$_{Cu}$ and the TSF at the energy $E_2$ , (DSF$_{Zr}$ and the TSF at $E_3$) to have a self-consistent set of corrected functions. A similar procedure has been applied to remove the crystalline contributions from the TSFs at the energies $E_3$ and $E_6$, i.e. two more DSFs (one around the Cu and the other around the Zr, respectively) were calculated using the pairs of energies $E_2$–$E_3$ and $E_4$–$E_6$.

The DSFs thus corrected are reported in Figure 7. Nearest neighbour distances and coordination numbers have been obtained from a profile analysis in real space of the first peak of each differential distribution function. It can be expressed as a sum of two Gaussian distributions, i.e., Cu–Cu and Cu–Zr distances for DDF$_{Cu}$ and Zr–Cu and Zr–Zr distances for DDF$_{Zr}$. Figure 8 shows the agreement between experimental and calculated DDFs. Best fit values for the structural parameters are reported in Table 2.

4.3. Partial Structure Factors

As a first approach, we tried to solve the system by involving three (corresponding to the energies $E_1$, $E_2$, and $E_4$) and six (including the energies $E_3$, $E_4$, and $E_6$) TSFs and using a least square routine. The conditioning numbers cond(W) for these two combinations are reported in Figure 9. No reliable solutions were found in this way.

The introduction in the system of the four DSFs gave rise to a strong improvement but was not sufficient to provide a set of solutions unaffected by distortions. The Fig. 10 shows the PSFs obtained by solving the system in the least-square sense. The three PSFs clearly show distortion due to the mirror effect, especially at low $q$-values, where the conditioning number is higher. In real space, the three PDFs too exhibit
unphysical values in large intervals: while the Zr–Zr pair shows a physically meaningful behaviour, the Cu–Zr and Cu–Cu PDFs suffer from the mirror effect as shown in Figure 11. In particular the unphysical peak at 3.35 Å in the Cu–Cu PDF is counterbalanced by a negative peak in the Cu–Zr PDF. This behaviour can be explained by the largest contribution of the Zr–Zr pair to the TSFs, while the Cu–Cu and Cu–Zr pairs are the minor components and thus they are subject to larger errors.

We have tried to solve the system by using different combinations of input functions and changing the set of the weighting factors, but these attempts all failed. On the contrary, the regularization algorithm described in the first section gave reliable PDFs. The strategy was to vary the regularization parameter, starting from $\lambda = 0$ (least-squares solution) until no negative values were present in the PDFs. Figure 12 shows the evolution of the behaviour of the three PDFs: by increasing the regularization parameter $\lambda$, the mirror effect and the regions with negative values have been progressively reduced, and finally (curves d) they disappeared. When $\lambda$ is increased above this optimal situation, the solutions became worse until they did not change significantly: the three PDFs obtained with this upper value of $\lambda$ are reported in Figure 13. Note that the Cu–Cu pairs shows a lower minimum below zero after the first peak, while the first peak in the Cu–Zr pair becomes less definite. A similar behaviour is present in the PDFs of a Cu$_{46}$Zr$_{54}$ amorphous sample [9] prepared by melt-spinning. The latter are obtained by anomalous X-ray scattering data through a different approach based on the Bhatia-Thornton formalism [35]. The comparison between the curves in Fig. 13 suggests a not complete absence of the mirror effect in the procedure proposed.

4.4 Reverse Monte Carlo

The RMC method has been applied to experimental data for extracting an independent set of three PDFs. The fitting procedure has been carried out in real space...
Fig. 12. Partial distribution functions for the amorphous CuZr at increasing of the regularization parameter; curves (a): least-squares solution. Final curves (d) are compared with results obtained by applying the RMC method (dotted lines).

Fig. 13. The three partial distribution functions, obtained by increasing \( \lambda \) above its optimal value (full lines), compared with those obtained for the amorphous CuZr prepared by melt spinning technique (dotted lines) [9].

The three PDFs thus obtained are compared, in Fig. 12 with those calculated by the AXS method at the best regularization parameter (curves d). The agreement between the two sets of results is quite satisfactory.

To characterize the local orientational order, a set of rotational invariants \( Q_j \) of spherical harmonics may be evaluated [36]. The \( Q_j \) have been calculated taking into account clusters of about thirteen atoms made up by a central atom surrounded by its nearest neighbours. They indicate that the preferred local symmetry corresponds to a hexagonal close packed distribution of atoms with a 20% degree of disorder [37]. The six bond angle distribution functions exhibit very similar behaviour with two maxima at 60° and 110°, showing no particular preference for the coordination among unlike atom pairs.

5. Discussion

Two sets of PDFs have been independently obtained by the AXS and RMC method. From them structural information such as \( R_{ij} \), \( N_{ij} \) and \( \eta_{ij} \) can be evaluated, these results are reported in Table 3. We can readily see that the two sets compare well, and the values of the structural parameters are in agreement with those obtained by profile fitting the two DDFs.
Therefore, in spite of the difficulties in obtaining the PDFs, they can be considered physically reasonable.

In Table 3 the results obtained by other authors on the CuZr system, prepared by melt spinning technique, are also reported. We note that the agreement between the atomic distances is quite satisfactory while larger differences are observed on some coordination numbers. Indeed $N_{ij}$ values are more affected by errors during the solution procedures; furthermore, different compositions may reflect on different atomic coordinations. The presence of chemical short range order is an important question to correctly describe the structure of metal-metal alloys. The order parameter $r_{ZrCu}$, calculated following (8) show a weak chemical order tendency. Little discrepancies in the values of $\eta_{ZrCu}$ are found in literature and may be ascribed to the difficulties in the determination of reliable partial coordination numbers. The uncertainties in $N_{ij}$ make it hard to demonstrate an unquestionable evidence of a chemical short range order in case of small negative values of $\eta_{AB}$ [13].

Within these considerations, the samples of amorphous CuZr prepared by mechanical alloying and melt spinning technique exhibit similar atomic scale structure.

### 6. Conclusion

In this work we have shown that the AXS technique can be successfully applied in the study of amorphous binary compounds prepared by mechanical alloying. Sometimes, due to the preparation method, crystalline peaks from residual elemental powders are present in the measured data. In the best case of small contributions these peaks can be eliminated. If an absorption edge of both atomic species is accessible, it is possible to obtain important structural information making use of the differential structure factors. A regularization method has been presented to minimize errors and spurious effects in the determination of the three partial structural factors. This method displays good properties of stability with respect of random and, sometimes, systematic errors. Unfortunately, the systematic errors cannot be, in principle, successfully treated with the available regularization methods. They can be better approached by solving a system of integral equations where the unknown functions are represented directly by the PDFs. Moreover, physical constraints and a priori information about the behaviour of the PDFs (i.e. asymptotic behaviour, non negativity, absence of ripples in the low $r$ region) could be introduced into the regularization procedure.

The RMC algorithm has demonstrated to be a powerful tool for obtaining a three-dimensional model of metal-metal amorphous alloys where no noticeable preferred coordinations among unlike atom-pairs is evidenced. The PDFs obtained by this method are very close to those obtained by the regularization algorithm.

The comparison of the structural parameters of amorphous samples prepared by different techniques may support the idea of an underlying ideal glass state to which the real glasses, obtained in non-ideal conditions, may be referred. Of course, to deeper elucidate this very delicate questions, further study is necessary.
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