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We derive an effective interaction between hydrogen impurities in Niobium using a microscopic theory of hydrogen in metals. Our model consists of an infinite bcc-crystal with two hydrogen centres occupying tetrahedral interstitial sites, neighbouring on the first to the fourth coordination shell. The elastic interactions are assumed to obey the classical harmonic approximation. The electronic interactions due to both the coulomb potentials and the overlap of the impurity induced electron densities in the vicinity of the interstitials also play an important role. These latter interactions are treated as two-body interactions in a zeroth order approximation of the New Tamm-Dancoff method. A separation ansatz results in an effective interaction which depends on the distance between the interstitials and upon the spin states of their excess electrons. We propose some improvements on our model, and to test our calculations, we construct the grand partition function of an appropriate lattice gas model.
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1. Introduction

For many years research on hydrogen in metals has attracted the attention of physicists. The motivation for this has come from both a basic as well as an applied point of view [1]. In particular there are two topics of great interest: on the one hand the diffusional properties in metals of H and its isotopes allow a test of quantum theories of diffusion of light particles [2, 3]; on the other hand calculated phase diagrams of metal-hydrogen systems should link microscopically motivated models to the experimentally observed macroscopic behavior [4].

The lattice formed by the interstitial sites of the metal crystal may be occupied or left vacant by the impurity H atoms. This forms a natural realization of the lattice gas model well known from statistical mechanics [4]. To employ the lattice gas model one must know the effective interactions between the hydrogen centres, which are localized at the interstitial sites. The importance of the long range attractive elastic interactions for mean-field-like phase diagrams has been formerly recognized [5] and has been investigated in detail [6, 7]. As the mean distance between the occupied interstitial sites becomes small at high storage densities, the specific form of the short range electronic interactions becomes important. While very crude approximations, e.g., hardcore potentials [6] or screened coulomb potentials [8]) are already sufficient to reproduce the quantitative structure of the gas-liquid transition, a detailed knowledge of the interactions is necessary to understand the structure of ordered phases and saturation phenomena. It would therefore be desirable not only to have phenomenological model potentials, but also to have the means to calculate these interactions from a microscopic “first principles” theory.

Such a microscopic theory was introduced by Wahl et al. [9] using the New Tamm-Dancoff-method, which was originally applied to the study of elementary particles [10]. The main purpose of this method is to calculate the impurity induced energy changes in the electronic system of the host crystal. Employing this theory we have recently treated a single hydrogen center in an infinite bcc-crystal as a model for dilute H in niobium. We calculated the lattice relaxation, the dipole force tensor, the relative change of volume and the heat of solution [11] as well as local excitation energies of the H-impurity [12]. The results of these calculations are in good agreement with the experimental data.

This paper presents the first attempt to study higher storage densities (i.e., the regime where the assump-
tion of non-interacting impurities no longer holds). Our principle focus is the calculation of an effective interaction potential between neighbouring H-centres in niobium. In contrast to other workers, who treat similar problems using density functional theories [13] or effective medium theories [14], we explicitly account for the dependence of the electronic energies on the host relaxation in the vicinity of the interstitials.

In Sect. 2 we introduce our model and define such basic concepts as storage energy, electronic and elastic energy and interaction energy. In Sect. 3 we proceed to study within the classical harmonic approximation, the lattice statics of tetrahedral interstitials neighbouring on the first four shells. Section 4 deals exclusively with the impurity induced perturbative forces and interaction energies due to both the proton and electron systems. We present our results in Section 5: Here we compare the storage energy of two H-centres in several configurations with twice the storage energy of one H-center. These configurations consist of neighbours of first, second, third and fourth order on the lattice of the interstitial sites. The comparison yields an effective interaction energy between the impurities. These interactions will be shown to depend on the distance between the interstitial protons and on the spin states of their excess electrons. Finally we discuss the shortcomings of our model and propose some improvements on it. We consider a modified lattice gas model which allows to experimentally measurable macroscopic quantities for tests of our calculations.

2. A Microscopic Model Concerning Static Problems

As with our preceeding papers on the static properties of metal hydrides [9, 11] we consider both the protons and the ions of the infinite Nb host lattice as classical pointlike charged particles. This approximation is justified by a twofold adiabatic decoupling: first of the electronic from the protonic and ionic subsystems and secondly the protonic from the ionic subsystem in both the hydrided and the unperturbed crystal. Furthermore we are interested only in the equilibrium positions of the ions at the ideal lattice positions and the ground state energy of N non-interacting H-atoms (\( -N \) Ryd). Formally we may write

\[
\Delta E_S^{(N)}(\mathbf{X}, \mathbf{Y}) = E_S^{(N)}(\mathbf{X}, \mathbf{Y}) - E(\mathbf{X}^0) + N \text{ Ryd}
\]

We define the interaction energy of N H-atoms introduced into the host crystal as the difference between the storage energy of N H-centres embedded in the host and N times the storage energy of a single H-centre,

\[
W^{(N)}(\mathbf{X}, \mathbf{Y}) = \Delta E_S^{(N)}(\mathbf{X}, \mathbf{Y}) - N \cdot \Delta E_S^{(1)}(\mathbf{X}, \mathbf{Y}).
\]

Most of the statistical theories of phase transitions deal with two-body interactions. We therefore restrict our calculations to the special case of \( N = 2 \).

The energy difference \( \Delta E^{(2)}(\mathbf{X}, \mathbf{Y}) \) between the hydride and the unperturbed crystal is divided into an elastic and an electronic contribution as

\[
\Delta E^{(2)}(\mathbf{X}, \mathbf{Y}) = U_L(\mathbf{X}) + Q(\mathbf{X}, \mathbf{Y}).
\]

The elastic contribution \( U_L \) represents the energy change of the unloaded host due to the displacements \( s = \mathbf{X} - \mathbf{X}^0 \) of the ions to their new equilibrium positions. We assume the form of a harmonic approximation,

\[
U_L(\mathbf{X}) = \frac{1}{2} \mathbf{s} \cdot \mathbf{\Phi} \cdot \mathbf{s}; \quad \mathbf{\Phi} \text{ tensor of force constants.}
\]

The electronic contribution \( Q \) includes the interactions between the stored protons and electrons assuming the host to be in the relaxed state,

\[
Q(\mathbf{X}, \mathbf{Y}) = \sum_{\mathbf{X}^0} \frac{2}{\mathbf{s} \cdot \mathbf{Y}^0} \sum_{\mathbf{s} \cdot \mathbf{Y}^0} \left[ \frac{Z e^2}{|\mathbf{X}_n - \mathbf{Y}_k|} + \omega^{(2)}(\mathbf{X}, \mathbf{Y}) + \frac{e^2}{|\mathbf{Y}_1 - \mathbf{Y}_2|} \right].
\]

(5)

\( Z \) denotes the charge of the ions and

\[
\omega^{(2)}(\mathbf{X}, \mathbf{Y}) = e^{(z+2)}(\mathbf{X}, \mathbf{Y}) - e^{(z)}(\mathbf{X})
\]

is the energy difference between the \( z + 2 \)-electron system of the relaxed host storing 2 H-centres (the hydride system) and the \( z \)-electron system of a crystal with the ions at the equilibrium positions of the hydride system but without any implemented H-atom (the reference system).

The equilibrium positions of the ions of the hydride system are obtained by minimizing the storage energy...
Fig. 1. The tetrahedral interstitial sites in a conventional bcc unit cell.

(1) with respect to the displacements \( s \) of an appropriate number of ions in the vicinity of the interstitials

\[ \nabla_m \Delta F_3^{(2)}(s, Y)|_{s_0} = 0, \forall m. \]

This yields a system of force equations

\[ \sum_n \phi_{mn} s_n = -\nabla_m Q(s, Y) \]

with the internal elastic forces \(-F_m\) on the left side and the perturbative forces \(f_m\) on the right side. Using the static Green's tensor \(\mathcal{G}\) which obeys \(\mathcal{G} \phi = \phi \mathcal{G} = 1\), (7) can be inverted and resolved with respect to the displacement as

\[ s_k = \sum_m G_{km} f_m(s, Y). \]

Once the functional dependence of the perturbative forces on the displacements is known, (7) can be solved for arbitrary configurations of two neighbouring H-centres on the interstitial lattice. Due to the symmetry group \(O_h\) of the bcc-lattice, the tensors \(G_{km}\) reduce to only a few independent elements [15]. We have used the values of the matrix elements found in reference [16].

3. Lattice Statics of two Neighbouring Hydrogen Impurities

It is known from both experimental [17] and theoretical [18] investigations that in their ground state, hydrogen centres in niobium occupy the tetrahedral interstitial sites (Figure 1). As all interstitial sites are equivalent with respect to the host lattice, we may choose any one of them as representing the centre of the coordination shells on the lattice of interstitials. Previous models employing hard-core short range electronic interactions have been motivated by the structure of the ordered \(\beta\)-phase. This phase exhibits no occupation up to the third shell around a given hydrogen impurity [17]. Our aim is to calculate an interaction potential within this "hard-core"-region, therefore we only consider neighbouring H-centres on the first four shells (Fig. 2 and Table 1). As all interstitials on shells up to the seventh are equivalent with respect to the

<table>
<thead>
<tr>
<th>Shell</th>
<th>Distance</th>
<th>Coordinates</th>
<th>([a/4])</th>
<th>Representative</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(\frac{a}{4}\sqrt{2})</td>
<td>(2, 0, 1), (2, 0, -1)</td>
<td>(3, 2, 0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.17 Å</td>
<td>(1, 2, 0), (3, 2, 0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>(\frac{a}{4})</td>
<td>(2, -1, 0), (2, 3, 0)</td>
<td>(2, 3, 0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.65 Å</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>(\frac{a}{4}\sqrt{6})</td>
<td>(4, 2, 1), (4, 2, -1)</td>
<td>(3, 0, 2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.02 Å</td>
<td>(1, 0, 2), (1, 0, -2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0, 2, 1), (0, 2, -1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>(\frac{a}{2}\sqrt{2})</td>
<td>(4, 1, 2), (4, 1, -2)</td>
<td>(4, 1, 2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.33 Å</td>
<td>(0, 1, 2), (0, 1, -2)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
centre of the shells, we can restrict our investigations to a single representative of each. In particular we consider the four configurations with two occupied interstitials,

configuration 1: \( \frac{a}{4} (2, 1, 0) - \frac{a}{4} (3, 2, 0) \),
configuration 2: \( \frac{a}{4} (2, 1, 0) - \frac{a}{4} (2, 3, 0) \),
configuration 3: \( \frac{a}{4} (2, 1, 0) - \frac{a}{4} (3, 0, 2) \),
configuration 4: \( \frac{a}{4} (2, 1, 0) - \frac{a}{4} (4, 1, 2) \).

Here \( a \) denotes the lattice constant of Nb (3.30 Å) and the origin of the reference frame is situated at ion 1 (see Figure 3).

In our calculations external perturbative forces and ionic displacements are confined to the nearest neighbours of the impurities. We justify this approximation by the encouraging results of our previous investigations [11] and certain experiments [19] which show the displacement of the next nearest ions to be considerably smaller to that of the nearest neighbours. We further assume the perturbative forces to be additive central forces depending only on the distance between the impurities and the host ions. Due to the smallness of the non-radial components of the displacements, we also suppose that they act only along the direction from the impurity to the unrelaxed ion.

Using these assumptions, we extract from (8) a system of equations that specify a given configuration,

\[
s = g f_{\text{rad}}(s). \tag{9}
\]

\( s \) denotes the 3\( \times \)3K-dimensional vector of the displacements of the K ions involved. \( g \) is a reduced Green's matrix determining the response of these ions to the forces acting upon them. \( f_{\text{rad}} \) is a vector, which is a function only of the K absolute values of these forces. The functional dependence on both the directions of these forces, and the forces exerted on the ions due to the pair of impurities, is contained implicitly in \( g \). Thus \( g \) is a K \( \times \)3K-matrix. For the sake of clarity Fig. 3 shows a compilation of the four configurations where each of the relevant ion is denoted by a number.

As discussed above the equivalence of the interstitial sites with respect to the host lattice allows us to restrict our calculations to the vicinity of one of the two impurities. The effect of the second impurity is taken into account via the reduced Green's matrices \( g \). We then infer the displacements of the ions neighbouring the second impurity from the symmetry properties of the bond. Thus (9) reduces to 7 (configuration 1), 3 (conf. 2), 9 (conf. 3), 6 (conf. 4) and 2 (one single impurity) scalar equations **. After evaluating the elements of \( g \) from the static Green's tensor given in reference [16] the perturbative forces remain the only unknown quantities.

4. Impurity Induced Perturbation Forces

In accordance with (5) and (7) we split the perturbation forces into an electronic contribution

\[
f_e(\vec{X}) = -V_{\lambda\omega}(\vec{X}, Y) \tag{10}
\]

and a protonic contribution

\[
f_p(\vec{X}) = -V_{\lambda m}\left\{\sum_{n} \sum_{k=1}^{2} \frac{Z \, e^2}{|\vec{X}_n - Y_k|} + \frac{e^2}{|Y_1 - Y_2|}\right\}. \tag{11}
\]

4.1. The protonic contribution

Due to the equivalence of the interstitials and the fact that the reduced Green's matrix \( g \) account for ** The construction of the reduced Green's matrix \( g \) is shown representatively for configuration 2 in the Appendix.
the influence of the second perturbation center, it is sufficient to calculate the force acting from one proton to an ion \( m \) as

\[
\begin{align*}
 f_m^p (\vec{X}) &= -V_{\vec{X}_m} \sum_{n=1}^{4} Z \left( \frac{1}{|\vec{X}_n - \vec{X}_m|} - \frac{1}{|\vec{X}_n - \vec{Y}_m|^3} \right) \\
 &= Z e^2 (\frac{\delta(\vec{X}_m - \vec{Y})}{|\vec{X}_m - \vec{Y}|^3} - \delta(\vec{X}_m - \vec{Y})) .
\end{align*}
\]

The sum over \( n \) denotes the change of the coulomb energy due to the displacements of the nearest neighbours. The value of the effective charge \( Z \) will be discussed below.

### 4.2. The electronic contribution

This contribution to the perturbative forces is determined by the displacement dependence of the energy eigenvalue in (6). To calculate this small difference between the infinite electronic eigenvalues of the hydride system and the reference system we use the New Tamm-Dancoff-method. The two eigenvalue problems are treated within the formalism of quantum field theory and then transformed into a valence band representation. The filled valence band of the host crystal is defined as a "dressed" vacuum. A mapping into a tensor product space then yields a single functional eigenvalue equation for the difference between the two initial eigenvalues. This functional eigenvalue equation is equivalent to a Fock-space representation and so may be interpreted physically [20, 21].

In zeroth approximation, the procedure yields an eigenvalue equation for two excess electrons [15] described by the two-particle function \( \delta(s_i, x_i) \) and \( \sigma_i \) denoting the spin***

\[
\delta_{s_1, x_1} \delta_{s_2, x_2} B(x_1, x_2) V(r, r') \delta(y_1, \sigma_1, y_2, \sigma_2) = \omega^{(2)} \delta(s_1, s_2, x_1, x_2, s_2)
\]

with an integral operator

\[
B(x_1, x_2) = S_1(x_1, x_2, r) [\delta_{s_1, x_1} \delta_{s_2, x_2} B(x_1, x_2) \delta(y_1, \sigma_1, y_2, \sigma_2)] + S_2(x_1, x_2, r) [\delta_{s_1, x_1} \delta_{s_2, x_2} B(x_1, x_2) \delta(y_1, \sigma_1, y_2, \sigma_2)] + \text{Tr} [V_p(r, Y) S_0(r, r)] S_1(x_1, y_1, Y) S_1(x_2, y_2) + \text{Tr} [V_p(r, Y) S_0(r, r)] S_1(x_1, y_1, Y) S_1(x_2, y_2) + S_1(x_1, r) S_2(x_2, r) \frac{e^2}{|r - r'|} S_1(r, y_2, Y) S_1(r, y_1, Y).
\]

Here \( (D + V_p) \) is an abbreviation for the Hartree-Fock operator

\[
D(r, r', \vec{X}) = \left[ -\frac{\hbar^2}{2m_e} \Delta_e + V(r, \vec{X}) + e^2 \int dq \frac{2 S_0(q, q)}{|q - r|} \right] \delta(r, r') + V_{ex}(r, r'),
\]

and the proton potential

\[
V_p(r, Y) \delta(r, r') = -\frac{2}{\sum_{k=1}^{q} \frac{e^2}{|r - Y_k|} \delta(r, r')}
\]

The operators \( S_0 \) and \( S_1 \) with \( S_0 + S_1 = 1 \) may be constructed with Bloch functions of the unperturbed crystal and project onto occupied \( S_0 \) and unoccupied \( S_1 \) states respectively. \( S_0(q, q) \) describes the electron density \( n \) of the unperturbed host. Due to spin degeneracy we have \( 2 S_0(q, q) = n(q) \). In our calculations we employ a density computed by K. M. Ho et al. using a selfconsistent pseudopotential theory [22]. Like these authors, we approximate the nonlocal exchange potential by a local Slater-\( x^- \)-potential,

\[
V_{ex}(r, r') = -3 e^2 \left( \frac{3 n(r)}{8 \pi} \right)^{1/3} \delta(r, r')
\]

with \( \alpha = 0.8 \).

In a further step we introduce orthogonality onto the localized states (core states and 4d valence band states) by a hardcore added to the bare coulomb potential of the ions to obtain an effective potential

\[
V_{1}(r, \vec{X}) = -Z e^2 \sum_{n=1}^{\Omega_0} \frac{1}{|r - \vec{X}_n|} e^{i k(x - x')}
\]

A hardcore parameter \( 0.4 \leq y \leq 0.5 \) reproduces the \( s \) and \( p \)-contribution of the pseudopotential of Ho et al. quite well. Within this range we fit the parameter to the experimentally obtained heat of solution and fix it to \( y = 0.45 \) [11]. This effective ion potential is split into two parts,

\[
V_{1}(r, \vec{X}) = V_{1}(r, X^0) + [V_{1}(r, \vec{X}) - V_{1}(r, X^0)].
\]

The first term is evaluated together with the electronic potential \( Z e^2 \int dq \frac{n(q)}{|q - r|} \) (where \( n(q) \) is taken from Ho
The integral operator defined in (14) is uniquely decomposed into one-particle contributions $B_1$ and $B_2$, and a two-particle contribution $B_{12}$. Then these equations decompose into an equation for the one-electron eigenvalue $\omega^{(1)}$:

$$\langle \phi_i(x) | B_1(x,y) + B_2(x,y) | \phi_i(y) \rangle = 2 \omega^{(1)},$$

(23)

and an interaction potential

$$\Delta \omega = \omega^{(2)} - 2 \omega^{(1)}$$

(24)

$$= \frac{\langle \phi_i(x) | B_{12}(x,y) | \phi_i(y) \rangle}{\pm \langle \phi_i(x) | \phi_i(x) \rangle},$$

where "+" denotes the singlet and "-" the triplet state respectively. $\phi_i$ and $\hat{\phi}_i$ are product states of normalized one-particle eigenfunctions,

$$\phi_i(x) = \phi_{i1}(x_1) \phi_{i2}(x_2),$$

$$\hat{\phi}_i(x) = \phi_{i1}(x_1) \phi_{i1}(x_2).$$

Although this spin valence method proposed first by Heitler and London [23] did not provide quantitatively accurate values for the binding energy of the H$_2$-molecule, we expect more reliable results. In our case there exists a lower limit on the distance between the protons given by the radius of the first shell of neighbouring interstitials (1.17 Å). This distance exceeds the bond length of H$_2$ (0.74 Å). It is well known that the results obtained by this procedure applied improve with increasing distance between the protons. Within the interesting range of ca. 1.1 Å (Conf. 1) - 2.3 Å (Conf. 4) the error will be sufficiently small [24].

### One-particle Equation and Perturbation Forces

Equation (23) separates into two uncorrelated one-particle equations. For the solution of the one-particle problem we refer to [11]. In contrast to this former work we use a simplified expansion of the one-particle eigenfunction $\phi_{i1}(x)$,

$$\phi_{i1}(x) = \beta_0 \Psi_{100}^1(x) + \sum_{n=1}^7 \beta_n \Psi_{n00}^5(x).$$

(25)

The generalized hydrogen functions $\phi_{nlm}^\pm$ are orthogonalized onto the valence band of the host,

$$\Psi_{nlm}^\pm(x) = S_l(x,r) \phi_{nlm}^\pm(r).$$

We neglect non-radial components, which can be shown to make a much smaller contribution [11]. With this expansion and the eigenvalue normalized by one term of (22) we transform the one-particle equation into an algebraic eigenvalue matrix equation.
This equation depends on the radial displacement $s_{\text{rad}}$ of the next neighbours,

$$\mathcal{H}(s_{\text{rad}}) \beta(s_{\text{rad}}) = \lambda^{(1)}(s_{\text{rad}}) \beta(s_{\text{rad}}).$$

(26)

We determine the eigenvalue $\lambda^{(1)}$ and the vector of coefficients $\beta_m$ as well as the one-particle electronic contribution to the perturbative forces (10),

$$f_m^{(s)}(s) = -\nabla_{s_m} \omega^{(1)}(s) = -\frac{\partial}{\partial s_m^{s_{\text{rad}}}} \lambda^{(1)}(s_{\text{rad}}),$$

(27)

within a range of $0.3 \text{ a.u.} \leq s_{\text{rad}} \leq 1 \text{ a.u.; } m = 1, \ldots, 4$ (next neighbours).

**Interaction Potential**

As a consequence of our representation for the projection operators $S_i(x, y, z)$, (18), they commute for distinct arguments. With the aid of this property and using that

$$S_i(x, y) \psi(y) = \psi(x), \quad i = 1, 2,$

which holds in the zeroth approximation of the NTD-procedure [15] we can eliminate completely the $S_j$-projectors from the interaction term (24)**. The remaining contributions to the potential are in particular the coulomb interaction,

$$V = \int d^3r_1 \int d^3r_2 \frac{e^2}{|r_1 - r_2|} \lambda(r_1) \lambda^*(r_2)$$

and the exchange interaction,

$$\mathcal{A} = \int d^3r_1 \int d^3r_2 \frac{e^2}{|r_1 - Y_1|} \lambda^*(r_1) \lambda(r_2) - 2 \int d^3r_1 \int d^3r_2 \frac{e^2}{|r_1 - Y_2|} \lambda^*(r_1) \lambda(r_2).$$

(28)

The functions $\lambda(r_1)$ and $\lambda(r_2)$ are identical functions w.r.t. the interstitials 1 or 2 respectively.

An appropriate coordinate transform [25] results in $r_2 = r_2(d, r_1)$ where $d$ is the distance between the interstitials. Hence an evaluation of the two-center integrals will be possible provided that we have a suitable representation of $\lambda(r_2)$ in terms of $d$ and $r_1$. Such representations are well known in molecular physics and constructed by expanding these functions with respect to one centre into a series of spherical harmonics $Y_{lm}^m$ around the other one,

$$|\lambda(r_2)\rangle = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} |Y_{lm}^m(\theta_1, \varphi_1)\rangle \langle Y_{lm}^m(\theta_2, \varphi_2)| \lambda(r_2, \theta_2, \varphi_2).$$

(30)

A formulation accommodated to numerically computed one-particle functions, which is relevant to our considerations, was presented by Löwdin [25]. He also pointed out a suitable convergence test, which allows us to fix the upper limit of our expansion to $l = 12$.

Even though our calculations show the one-particle eigenvalue shifting considerably with the displacement of the nearest neighbouring ions, the eigenfunction within the interesting range is almost independent of the relaxation. As the only dependence of $\lambda$ on $X$ occurs via the eigenfunctions $\lambda^s$, we set

$$f_m^{(s)}(s) = -\nabla_{s_m} \Delta \omega(s, \tilde{X}) \equiv 0.$$

(31)

Hence there are no contributions of the electron-electron interaction to the electronic perturbation forces.

We now define the electronic interaction to be the sum of the two-body contribution of the electronic energy and the bare coulomb interaction between the protons,

$$\Delta W_e(d) = : \frac{e^2}{d} + \Delta \omega(d).$$

(32)

The numerically computed curve of this function is represented in Figure 4.

**5. Results: Storage Energy and Effective Interaction**

We are now in a position to carry out an iterative numerical solution of (9) using the perturbative forces given by

$$f_m = \frac{Z e^2}{|\tilde{X}_m|} - \frac{\partial}{\partial s_{\text{rad}}} \lambda^{(1)}(s_{\text{rad}}),$$

(33)

which result from a hydrogen center situated at the origin of the reference frame. With a starting vector $s^{\text{rhs}}(0) = 0$ on the right hand side and an iteration procedure,

$$s^{\text{rhs}}(n) = s^{\text{rhs}}(n-1) + \frac{s^{\text{rhs}}(n)}{2}, \quad \forall n,$$

we obtain a selfconsistent solution of (9) to an accuracy of $10^{-5}$ a.u. within less then 15 iterations.

** Clearly they are implicit in the eigenfunctions $\lambda_i(y)$ of the one-electron problem, since these are orthogonal to the Bloch states (18).
The displacements $s_0$ and the perturbation forces $f$ thus calculated determine the storage energy (1) of each configuration respectively, 

$$\Delta E_{s}^{(2)} = \frac{1}{2} \sum_{m} s_{0m} f_{m}(s_0) - \sum_{i=1}^{2} 5 e^2 \frac{4 \pi}{\Omega_0 k \pi} \sum_{k} \frac{1 - \hat{n}(k)}{|k|^2} e^{ik\hat{r}},$$

$$+ \sum_{m} e^2 \left\{ \frac{1}{|\vec{X}_m - \vec{Y}_1|} - \frac{1}{|\vec{X}_m - \vec{Y}_2|} \right\} + 2 \chi^{(1)}(s_0) + \Delta W_{e}^{(2)}(|Y_1 - Y_2|) + 2 \text{Ryd}.$$ 

The index $m$ runs over the ions participating in the relaxation. In particular, there are the following contributions to the storage energy:

- The elastic energy (4)
- Twice the embedding energy of one proton into the host analogous to (21)
- The change of this embedding energy due to the dislocation of the next neighbours of the protons (see (12))
- Twice the eigenvalue $\chi^{(1)}(s_0)$ of the one electron problem (26) and
- The electronic interaction $\Delta W_{e}(d)$ between the two hydrogen centres (32).

A comparison of the storage energy of each configuration to twice the storage energy of one H-centre yields the interaction energy $W(2)$. A compilation of the results is given in Table 2.

### 6. Discussion and Conclusion

We have calculated the effective interaction between two hydrogen centers in niobium, which are neighbouring from first to forth order. The elastic contribution has been treated in the classical harmonic approximation. We have employed a Born-Oppenheimer decoupling of the various subsystems and neglected vibration and diffusive motion of the host ions and the embedded protons. The electronic contribution has been evaluated by means of the New-Tamm-Dancoff-method in zeroth approximation. This procedure reduces the electronic many-body problem in the crystal with two hydrogen impurities to a two-center and a two-excess electrons problem. We accounted explicitly for the dependence of the electronic eigenvalues on the lattice relaxation.

We find the effective interaction to be dependent on the distance between the H-centers and the spin state of their excess electrons. For the triplet state of this

![Fig. 4. Electronic interaction energy between two neighbouring H-centres. Solid curve: singlet electron state, dotted curve: triplet electron state.](image)
quasi-molecule the interaction is always repulsive, and for the singlet state we obtain an attractive interaction on the first coordination shell and repulsive interactions on the second, third and fourth shell. The ground state varies with the distance between singlet and triplet configuration: On the first shell we have a singlet ground state, on the second shell a triplet. On the third shell the singlet and the triplet state have the same energy (within the accuracy of our calculations), and on the fourth shell again the singlet has a lower energy.

The pure metal states, which are described by the projection operators \( S_0 \) and \( S_1 \) remain unchanged in zeroth approximation. This rigid band property excludes a description of the Friedel oscillations, which are typical around screened protons. A recent application of a higher order approximation of the NTD-procedure to the one-center problem removed the rigid band and lead to oscillations of the electron density around the zero level of the “dressed” vacuum in the vicinity of the embedded proton [26]. Band structure calculations on H in Nb show a hybridization of the pure metal states induced by the H-impurities [29]. Within our approach this feature will emerge when we employ higher approximations of the theory.

A nonlocal change of the metal states, on the other hand, will demand a periodically loaded crystal (e.g. the \( \beta \)- or \( \gamma \)-phase of NbH), which is the starting point of band structure calculations. This indicates a second problem of our model: the restriction on two-body interactions can serve only as a first approach. Lattice relaxation and electron eigenvalues are genuine many-body problems and not additive in general. Further microscopic investigations have to account for three- and more-particle correlations, i.e., they have to include models of three and more H-centers in the host lattice ***.

To check the validity of our calculations by a comparison with experimental results, we have to calculate the phase diagram of a lattice gas with the interaction parameters of Table 2. In contrast to standard models we have to deal with 2 interaction parameters at each coordination shell up to the fourth one. We propose the construction of the grand partition function \( \mathcal{Z} \) as follows.

Divide the total interaction \( U_{ab} \) between two hydrogen centers at interstitials \( a, b \) into a short range contribution \( W_{ab} \) and a long range contribution \( V_{ab} \).

\[
U_{ab} = \begin{cases} 
W_{ab}, & |Y_a - Y_b| \leq R_0 \\
V_{ab}, & |Y_a - Y_b| > R_0.
\end{cases}
\]

Chose the radius \( R_0 \) in such a way that the parameters of Table 2 account for the short range part. Let us consider the spin state by occupation variables \( \tau \) which may take the values 0 for nonoccupation, +1 or −1 for spin up and spin down respectively. Now split the potential \( W_{ab} \) into a singlet and a triplet contribution with the conditions

\[
W_{ab} \tau_a \tau_b = \begin{cases} 
W_{ab}, & \tau_a = -\tau_b = -1 \\
V_{ab}, & \tau_a = \tau_b = 0 \\
W_{ab}, & \tau_a = \tau_b = 1.
\end{cases}
\]

The long range elastic interaction \( V_{ab} \) may also include sample shape dependent contributions (for details see, e.g. [8]). We thus have to evaluate a configurational grand partition function

\[
\mathcal{Z} = \text{Tr} \left[ e^{-\beta \left( \frac{1}{2} \sum_{ab} \left( W_{ab} + V_{ab} \right) \tau_a \tau_b - a \sum_{a} \tau_a^2 \right) \right],
\]

where the trace is the sum over all possible configurations of occupation. Hamiltonians of this kind are familiar from BEG-models or from lattice models of binary alloys with one magnetic component (see, e.g. [29]). Hence the direction for our further investigations on this topic is marked.
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Appendix: Reduced Green’s Matrices \( \varrho \) (Example)

As Fig. 3 shows, we have 6 relevant ions in configuration 2. The essential symmetries of the bond \( \varrho (2, 1, 0) \) \( \varrho (2, 3, 0) \) are:

1. Mirror plane \( xy \) formed by the ions 1, 2, 5 and 6.
2. Mirror plane \( yz \) formed by the protons I, II and the ions 3 and 4.
3. Mirror plane \( xz \) formed by the ions 3 and 4.

*** An extensive numerical treatment of manybody potentials was performed by Oates and Stoneham [28], but they restricted on the elastic interactions.
The ions 1, 2, 5, and 6 are equivalent to one another w.r.t. the perturbation centres, the same holds for 3 and 4. Thus we have only two distinct absolute values $f_1$, $f_2$ for the perturbative forces:

\[
\begin{align*}
  f_1 &= f_1 \hat{e}_1^i; \\
  f_2 &= f_1 \hat{e}_2^i; \\
  f_3 &= f_2 (\hat{e}_3^i + \hat{e}_5^i); \\
  f_4 &= f_2 (\hat{e}_4^i + \hat{e}_5^i); \\
  f_5 &= f_1 \hat{e}_5^i; \\
  f_6 &= f_1 \hat{e}_6^i.
\end{align*}
\]

$\hat{e}_i^i$ are the unity vectors from proton $j$ to ion $i$. From (8) we get for $m = 1$, $m = 3$:

\[
s_m = \sum_{n=1}^{6} G_{mn} f_n(s) = f_1(s) (G_{m1} \hat{e}_1^i + G_{m2} \hat{e}_2^i + G_{m3} \hat{e}_3^i + G_{m6} \hat{e}_6^i) + f_2(s) [G_{m2} (\hat{e}_3^i + \hat{e}_5^i) + G_{m4} (\hat{e}_4^i + \hat{e}_4^i)].
\]

In matrix form we obtain (9)

\[
\begin{pmatrix}
  s_1 \\
  s_3
\end{pmatrix} =
\begin{pmatrix}
  g_{11} & g_{12} \\
  g_{31} & g_{32}
\end{pmatrix}
\begin{pmatrix}
  f_1(s) \\
  f_2(s)
\end{pmatrix}
\]

with the vector-valued elements of the reduced Green's matrix $g$

\[
g_{m1} = G_{m1} \hat{e}_1^i + G_{m2} \hat{e}_2^i + G_{m3} \hat{e}_3^i + G_{m6} \hat{e}_6^i,
\]

\[
g_{m2} = G_{m3} (\hat{e}_3^i + \hat{e}_5^i) + G_{m4} (\hat{e}_4^i + \hat{e}_4^i).
\]