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The electric field gradient (EFG) at the nuclei of the 5 sp impurities In, Sn, Sb, I and Xe in Cd metal is investigated on the basis of supercell band structure calculations of Cd$_{15}$M (M = In, . . . , Xe). The theoretical results show the same trend as the experimental findings. The differences in the EFG for different impurities are related to the charge distribution and partial densities of states.

1. Introduction

Nuclear quadrupole interaction data in metallic systems with various kinds of point defects are available for a large number of metallic systems (for references see e.g. [1, 2]). The theoretical understanding of the origin of the electric field gradient (EFG) has been of great interest, especially for those systems, for which the sign of the EFG has been measured. It is found that the EFG of the substitutional impurities In to Xe in Cd metal at the site of the impurity is positive for metal – and negative for non-metal impurities. The origin of the sign reversal was studied before by a tight-binding model [3] and by molecular-cluster calculations [4]. To adjust the molecular picture to impurities in the solid certain assumptions had to be made about the spectral distribution of the electronic states in the crystal. Within the tight-binding model, functions of Gaussian type were used to get the partial densities of states (spectral distribution of the p-like states) [3], whereas in the cluster investigations an approximately free- electron type of density-of-states with some structure was used [4]. In the present work the EFG and the (partial) densities of states in these systems is obtained from self-consistent, solid-state band-structure calculations. The electronic structure
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of Cd metal with a substitutional point impurity is simulated by the electronic states calculated for a crystal containing 15 Cd atoms and one impurity atom in the unit cell. Our investigations show the role of a) the filling-up of electronic states of different $p_x = p_y$ and $p_z$ amplitudes and b) the local electronic properties of the impurity atom on the magnitude and sign of the EFG.

2. Theoretical Background

The EFG, $q$, representing the maximum component in the principal axis system (along the $c$ axis in the metallic systems considered here) is given by

$$ q = q_{c, d}(1 - \gamma_x) + q_{v, d} + q_{v, s}, \quad (1) $$

where

$$ q_{c, d} = \sum_v \frac{Z_v}{4 \pi \varepsilon_0} \frac{3 \cos^2 \vartheta_v - 1}{r^3}; \quad (2) $$

$$ q_{v, d} = -\frac{e}{4 \pi \varepsilon_0} \int (3 \cos^2 \vartheta - 1) r^{-3} q(r) \, dr; \quad (3) $$

$$ q_{v, s} = \frac{e}{4 \pi \varepsilon_0} \int \gamma(r) (3 \cos^2 \vartheta - 1) r^{-3} q(r) \, dr. \quad (4) $$

$q_{c, d}$ and $q_{v, d}$ are the direct contributions from the ionic cores of charges $Z_v$ at site $v$ and the valence electrons of charge density $q(r)$, respectively. Within perturbation theory $\gamma_v$ and $\gamma(r)$ take into account the distortion of the electronic cores by the non spherically symmetric environment. $\gamma_v$ is the Sternheimer anti-shielding factor [5] for the ions in the lattice appropri-
ate for the EFG due to the totally external charge, and \( \gamma(r) \) is the antishielding function [6] which depends on the distance \( r \) of the valence electron from the nucleus. To get some insight into the order of magnitude of the different contributions to the EFG we first give theoretical results for pure Cd metal.

The direct contribution \( q_{c,d} \) can be determined from a lattice sum calculation [7]. For Cd metal one obtains [8] \( q_{c,d} = -0.11 \cdot 10^{-17} \text{ V/cm}^2 \).

Using an antishielding factor for Cd\(^{2+}\) of \(-31.9\) [8] one obtains the total core contribution in pure Cd metal [8] to be \( q_{c,d} = 8.31 \cdot 10^{-17} \text{ V/cm}^2 \).

The valence electron contribution \( q_{v,d} \) is calculated using the orthogonalized plane-wave (OPW) procedure [2, 8] to be \( q_{v,d} = 8.73 \cdot 10^{-17} \text{ V/cm}^2 \) or, using the linearized augmented plane-wave method [9] \( q_{v,d} = 8.31 \cdot 10^{-17} \text{ V/cm}^2 \). The difference between the two values is caused by the choice of different procedures and by slightly different c/a ratios used for these calculations.

A first-principles determination of the shielding of the valence electrons is still rather difficult; therefore we use the value from an OPW calculation, which gives approximately [8] \( q_{v,s} = 3.84 \cdot 10^{-17} \text{ V/cm}^2 \). One sees that this shielding contribution nearly cancels the shielding contribution of the atomic cores, see above.

It follows that the total EFG is nearly equal to \( q_{v,d} \). This finding also follows from self-consistent calculations [4, 9], where the shielding effects are incorporated in the self-consistent procedure rather than calculated by perturbation theory. It seems that the valence electron contribution \( q_{v,d} \) is the dominant contribution to the total EFG and, therefore, to study trends in the systems Cd-M, \( M = \text{In, \ldots, Xe} \), only this contribution is considered in the following.

Next we briefly outline how the theoretical expression for \( q_{v,d} \) can be simplified.

In the effective-one-particle model the electron density in (3) is given by summing the square of the one-electron wave-functions \( \psi_i \) over all occupied states \( i \):

\[
\rho(r) = \sum_i^{\text{occ.}} |\psi_i(r)|^2.
\]  

In the present work the wave-functions \( \psi_i \) are calculated by the augmented spherical wave (ASW) procedure [10]. One aspect of this procedure is that the crystal is separated into overlapping atomic spheres. The sizes of the atomic spheres are chosen in such a way that the volume of the spheres is equal to the crystal volume (Wigner-Seitz spheres). For our calculations the radii of the Wigner-Seitz spheres are all equal to 1.714 Å. The crystal potential is approximated by its spherical symmetric contribution. Inside the spheres the angular part of the wave-functions is expanded in spherical harmonics times numerical solutions of the radial Schrödinger equation with boundary conditions that match differentially to spherical waves.

In a simplified way the \( \psi_i \) inside the atomic spheres can be written as

\[
\psi_i^{(v)} = \sum_L a_{L,i}^{(v)} R_{L_i}^{(v)}(r) Y_l(\theta, \varphi),
\]

where the \( Y_l \) are the spherical harmonics with \( L = (l, m) \), the \( R_{L_i}^{(v)}(r) \) are the radial wave functions and the \( a_{L,i}^{(v)} \) are coefficients calculated by the self-consistent procedure. For the EFG at the nucleus \( v \), (3), one gets within this approximation

\[
q_v^{(v)} = \sum_i^{\text{occ.}} \sum_{L,E} a_{L,i}^{(v)} \langle L_i \rangle (L, L),
\]

where

\[
q_v^{(v)} = \sum_{L} a_{L,i}^{(v)} a_{L,i}^{(v)*} I_{L_i}^{(v)}(r) C_{L,E};
\]

\[
C_{L,E} = \int Y_L(\theta, \varphi) Y_L^*(\theta, \varphi)(3 \cos^2 \theta - 1) d\Omega;
\]

\[
I_{L_i}^{(v)}(r) = \int R_{L_i}^{(v)}(r) R_{L_i}^{(v)*}(r) r^{-1} dr.
\]

For the systems considered here it is found that the dominant terms of \( q_v^{(v)}(L, L) \) are the three contributions \( q_v^{(v)}(p_x, p_x) = q_v^{(v)}(p_y, p_y) = q_v^{(v)}(p_z, p_z) \) and \( q_v^{(v)}(p_x, p_y) = q_v^{(v)}(p_y, p_x) \). Taking the average of \( I_{L_i}^{(v)} = \langle r^{-3} \rangle q_v \) and noticing that \( C_{p_x, p_x} = C_{p_y, p_y} = \frac{1}{2} \), \( C_{p_z, p_z} = \frac{1}{4} \), one gets approximately

\[
q_v^{(v)} \approx \frac{1}{2} \langle r^{-3} \rangle q_v (Q_{p_x}^v - Q_{p_y}^v)
\]

with

\[
Q_{p_i}^v = \sum_i^{\text{occ.}} |a_{L,i}^{(v)}|^2.
\]

Equation (11) looks similar to corresponding molecular expressions [11]. If the \( R_{L_i}^{(v)}(r) \) are normalized in the Wigner-Seitz sphere, \( Q_{p_i}^v \) is equal to the total amount of \( p_i \)-like charge of the wave functions inside the atomic sphere \( v \).

To study the trends in the EFG at the nuclei of various impurities it is helpful to introduce the concept of partial density of states \( N_i(E) \). \( N_i(E) \) are the density of states \( N(E) \) weighted by the norms of the wave functions inside the atomic sphere such that

\[
Q_v = \int_0^{E_F} N_i(E) dE.
\]
where \( E_F \) is the Fermi energy, and where the charge inside the overlapping regions and inside the interstitial region is distributed over the different atomic spheres [10].

Since the wave functions are expanded in spherical harmonics, \( N_v(E) \) can be separated into \( L \) dependent components \( N_{v,L}(E) \):

\[
N_v(E) = \sum_L N_{v,L}(E)
\]

(14)

The \( N_{v,L}(E) \) are the \( L \)-partial densities of states. For the hcp lattice \( N_{v,p_z}(E) = N_{v,p_z}(E) \), and (11) can be written as

\[
\left. \right|_v \psi_\mathbf{j}(E) = \int K(E) L_j \psi_\mathbf{j}(E') dE'.
\]

(16)

From (15) and (16) one sees that the sign of the EFG depends on the spectral distribution of the \( p_z \)-like charge. For the Cd-M alloys \( N_{v,p_z}(E) \) and \( Q_{v,p_z}(E) \) are given in the next section.

3. Results

The band structure and partial densities of states were calculated for Cd-M alloys with hcp structure using a unit cell with 15 Cd atoms and one impurity atom, i.e. the point impurity system is simulated by a Cd\(_{15}\)M alloy. The unit cell for Cd\(_{15}\)M is shown in Figure 1. The usual unit cell for Cd metal with hexagonal basis vectors \( a_1, a_2, \) and \( c \) is shown in thick lines. The 16 atoms of the supercell are labeled A-F. F is the impurity atom, and equivalent Cd atoms are labeled by the same letter.

The upper part of Fig. 2 shows the band structure of pure Cd metal folded into the Brillouin zone of the supercell (Cd\(_{16}\)); the band structure for Cd\(_{15}\)In is shown in the lower part. In the latter the lowest lying bands are the 4 d-bands of In. These bands are by about 4 eV below the 4 d-bands of Cd. The 4 d-bands of Cd partly overlap the 5 sp-valence bands (For Cd\(_{12}\)Xe the 5 s band of Xe is lying below the 4 d-bands of Cd). The 5 sp-valence bands are multiply degenerate for Cd\(_{16}\) because of the folding. These artificial degeneracies are lifted in Cd\(_{15}\)In.

To get some insight in the influence of the impurity atom on the charge distribution of the various Cd neighbors the total charge \( Q_v(13) \), is listed in Table 1 for the systems Cd\(_{15}\)M, M = In, ..., Xe. One sees that
only the total charges of the nearest and next nearest neighbors are influenced distinctly by the charge of the impurity atom. Considering the delocalized Bloch functions one finds larger amplitudes in the region of the impurity atoms than in the rest of the lattice (Cd atoms), see also the partial charges in Fig. 4 (the 5 s electrons of Xe, however, form non bonding states below the 4 d levels of Cd). The change in the number of valence electrons per unit cell for Cd₁₅M compared to Cd₁₆ gives rise to occupied electron states at the Fermi level $E_F$ which are previously not occupied in the case of pure cadmium, see Figure 2.

Figure 3a shows the density of states $N(E)$ for pure Cd metal. Only the energy range of the valence electrons is displayed. For low energy values $N(E)$ shows a free electron like increase. However a distinct minimum of $N(E)$ exists near $E_F$ (see also [12]). For Cd₁₅In the quantity $N(E)$ shows the same behavior. The Fermi energy, however, is shifted towards the minimum of the density of states. For the systems with non-metal impurity atoms the density of states shows more structure.

The $p$-partial densities of states are given in the lower part of Figure 3. For low energy values $N_{v=cd,p_x}(E) = N_{Cd,p_x}(E) > N_{Cd,p_z}(E)$. For the corresponding one-electron wave functions of a general $k$-point the $p_x$ amplitudes (the $|a_{L_x}|$ in (6)) are larger than the $p_z$ ones. This is a well-known behavior for hcp metals like Cd for which the $c/a$ ratio is larger than the ideal value of 1.633. With increasing $E$, $N_{v,p_x}(E)$ follows the shape of the total density of states with a minimum close to $E_F$. For $N_{v,p_x}$ this minimum does not exist because in the energy range near $E_F$ the $p_x$-amplitudes become larger than for low energy values. It follows that $N_{v,p_x}(E)$ intersects $N_{v,p_z}(E)$ for $E$ near $E_F$.

Next we consider the integrals over $N_{v,p_x}(E)$, i.e. the charges $Q_{v,p_x}(E)$. The two lowest curves in the upper

---

**Table 1.** Electronic charge $Q_v$ of the valence electrons inside the atomic spheres of radii 1.714 Å in Cd₁₅M, M = In, Sn, Sb, I and Xe. For pure Cd $Q_{Cd} = 2e^-$. The atoms are labeled as shown in Fig. 1. F is the impurity atom M, E is the nearest neighbor, C the next nearest neighbor etc.

<table>
<thead>
<tr>
<th></th>
<th>Cd₁₅In</th>
<th>Cd₁₅Sn</th>
<th>Cd₁₅Sb</th>
<th>Cd₁₅I</th>
<th>Cd₁₅Xe</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>2.891</td>
<td>3.762</td>
<td>4.724</td>
<td>6.719</td>
<td>7.522</td>
</tr>
<tr>
<td>E</td>
<td>2.019</td>
<td>2.054</td>
<td>2.064</td>
<td>2.069</td>
<td>2.107</td>
</tr>
<tr>
<td>C</td>
<td>2.008</td>
<td>2.016</td>
<td>2.013</td>
<td>2.014</td>
<td>2.027</td>
</tr>
<tr>
<td>D</td>
<td>2.001</td>
<td>2.007</td>
<td>2.002</td>
<td>2.004</td>
<td>2.007</td>
</tr>
<tr>
<td>B</td>
<td>2.005</td>
<td>1.999</td>
<td>2.003</td>
<td>2.002</td>
<td>1.989</td>
</tr>
<tr>
<td>A</td>
<td>1.998</td>
<td>1.999</td>
<td>1.999</td>
<td>1.994</td>
<td>1.997</td>
</tr>
</tbody>
</table>
part of Fig. 4 are the results for $Q_{v,p}(E)$ and $Q_{v,p}(E)$ for Cd in Cd metal. These curves are the same for Cd at the position A (Fig. 1) in Cd$_{15}$M. As expected from the shape of the $N_{v,p}(E)$ curves in Fig. 3 $Q_{v,p}(E)$ is larger than $Q_{v,p}(E)$. The difference

$$\Delta Q_{v,p}(E) = Q_{v,p}(E) - Q_{v,p}(E)$$

(17)

has its maximum for the energy value of the intersection of $N_{v,p}(E)$ and $N_{v,p}(E)$ in Figure 3. Beyond this energy value $Q_{v,p}(E)$ and $Q_{v,p}(E)$ approach each other. For Cd the intersection point $E_c$, for which $Q_{v,p}(E_c) = Q_{v,p}(E_c)$, is beyond the energy range displayed in Figure 4.

For the impurity atoms the intersection point $E_i$ is shifted to lower energies and the shift is increasing with increasing atomic number of the impurity atom, see Fig. 4, and $\Delta Q_{v,p}(E_f)$ changes sign going from Cd$_{15}$Sn to Cd$_{15}$Sb. From Fig. 4 one again sees that the extra charge of the impurity atom compared to the impurity is the filling up of electronic states of the host metal the Fermi energy would increase by 1.5 eV going from Cd$_{15}$Sb to Cd$_{15}$Xe. Within the rigid band model $\Delta Q_{v,p}(E_f)$ is still positive for Cd$_{15}$Xe, see the Cd curves in Figure 4.

We finally turn to a discussion of the EFG. To use the expectation values $\langle r^{-3}\rangle$ must be known. These $\langle r^{-3}\rangle$ values are deduced from a relativistic atomic calculation using the local density-functional approach [13] and taking into account the normalization given above. The results for the EFG are given in Table 2 together with the experimental values. One sees that the calculated values for the EFG give the right trend. From these results the increase of $q^{(0)}$ compared to $q^{(Cd)}$ is mainly caused by the difference in the atomic radial 5 $p$ wave functions of the two atoms. The increase of $q^{(Sn)}$ compared to $q^{(Sn)}$ could not be reproduced by these calculation as the increase of $\langle r^{-3}\rangle$ is smaller than the decrease of the corresponding $\Delta Q_{v,p}(E_f)$ values. The calculated values for $q^{(Sn)}$ and $q^{(Cd)}$ are quite satisfactory. However, the increase of the EFG for Xe compared to $l$ found theoretically is smaller than the experimental results. The reasons for the quantitative differences between the experimental and theoretical values for the EFG are discussed in the next section.

4. Discussion

Let us first discuss the reasons for the differences between the experimental and theoretical values for the EFG. As pointed out in Sect. 2, only the valence electron contributions originating from the $p$-like charge of the electronic states were calculated. Summing over all $(L, L)$, i.e. calculating the total electronic contribution with (7), from the ASW wave functions one gets $q_{v,d} = 6.6 \cdot 10^{17}$ V/cm$^2$. This value is smaller than the value given in Table 2; this is understandable as the non $p$-$p$ components in (7) like $q_{i(L = 0, 0), L = (2, 0)}$ give a net negative contribution to the EFG. For computer time reasons the values for the EFG on the basis of (7) could not yet be calculated for the systems with the impurity atoms. Another source of error is the omission of core contributions, as discussed in Section 2. Furthermore, the crystal potential for the self-consistent procedure was approximated by a spherically symmetric one, and therefore the hcp symmetry is only included by the structure factors of the wave functions. Also the lattice distortion by the impurity atom was not taken into account. On the other side, the uncertainty in the knowledge of the nuclear quadrupole moment to determine the experimental EFG must be taken into consideration, too. It seems, however, that all these contributions only influence the magnitudes of the EFG at the nucleus site of the impurity whereas the general trend is given by the difference of $p$-$p$-like charge distributions for the point impurities.
Secondly, comparing the band structure results with the molecular orbital investigations [3, 4] it follows that the density of states and partial densities of states deduced from first principles (Fig. 3–4) do not agree with the model assumptions (gaussian and free electron like, see Section 1). However, the conclusion that the trend in the EFG in the Cd-M system can be explained on the basis of the finding that for the hcp point symmetry with $c/a$ larger than the ideal ratio $p_x$, $p_y$, like electronic states are energetically favored compared to the $p_z$ like ones is the same in the present and in earlier [3, 4] investigations.
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