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A recent theory by Molvig et al. on particle transport in turbulent fields with overlapping island structure is critically reviewed. An inconsistency in the derivation of the diffusion coefficient $D$ from the assumption of a Wiener process is pointed out and corrected. In the region $\Delta \Omega \cdot \tau_K \gg 1$ the results if properly interpreted are unchanged. For $\Delta \Omega \cdot \tau_K \ll 1$ the results differ ($\Delta \Omega =$ particle velocity/mode correlation length, $\tau_K =$ “randomization” time). Computer experiments are performed to support the critical arguments.

1. Introduction

Experimental evidence [1, 2] indicates that “anomalous” transport of energy by electrons in plasmas is correlated with a superthermal level of low frequency electromagnetic mode activity. Turbulence theories based on the interaction of linear drift modes, e.g. [3], the references cited therein, and [5–11], or on the presence of solitons [12] have been proposed. Also attempts to evaluate the thermodynamic partition function [13] have been made.

Recently, Molvig et al. [14] proposed a mixed Eulerian-Lagrangian transport theory where the turbulent electron motion is considered with the modes frozen in as it were so that the mode spectrum and the transport process can be investigated separately. This theory applies to situations when the modes develop a set of islands for the potential(s) around the transport process can be investigated separately. The corrected theory yields a diffusion coefficient which, depending on the parameters, agrees or disagrees with [14].

Before a short derivation of the relevant equations is given in Sect. 2, it may still be useful to briefly mention some related or contrasting theories. In 1966 Dupree proposed a turbulence theory [4] where secularities in the orbits owing to wave particle resonances are avoided by velocity space diffusion. The diffusion coefficient

$$ D = \frac{q^2}{m} \sum_{k, \omega} \left| E_{k, \omega} \right|^2 \exp \left[i(kv - \omega) t - \frac{1}{2} k^2 D t^3 \right] $$

(2)

has the same structure as (1).

In the same year Rosenbluth et al. [16] investigated the topology of magnetic surfaces disturbed by modes with a magnetic component. The formation and overlap of islands was discussed. A quasi-linear model of field line diffusion was proposed, i.e. a diffusion coefficient analogous to (2) without the $t^3$ term in the exponent. In 1978 this model was applied [17] to determine the energy transport of electrons which are tied to the stochastic field lines.

In 1979 this quasilinear diffusion coefficient was tested [18] by numerical solution of model equations which are equivalent to recursion equations as discussed also in [14] and Sect. 4 below.
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In 1979 Hirshman and Molvig [5] gave a self-consistent theory of particle diffusion and nonlinear mode evolution for the universal instability in a sheared magnetic field in order to obtain absolute values for the anomalous energy transport. The theory includes orbit diffusion by analogy to the ideas which led to (2). Some of the simplifying assumptions made in [5] were relaxed in [6] and [7], leading to (2). Some of the simplifying approximations (DIA), [8, 9] yields (in a slightly simplified version [14]) a frequency and wave number dependence of the diffusion coefficient which is of the type

\[ D_{\text{DIA}}(k, \omega) = \sum_{k', \omega'} G_{k', \omega'}^{\text{DIA}} \langle |E_{k', \omega'}|^2 \rangle. \]  

(3)

The physical process underlying (3) is inelastic Compton scattering from mode \( \omega, k \) to modes \( \omega', k' \), while (1) corresponds to primary wave particle resonances \( \omega' \approx k' v \). Although the mechanisms are very different, an explicit comparison by Diamond and Rosenbluth [10] gives no significant discrepancies. The simplified DIA renormalization method used in [10] had been developed in [11].

2. Equations of Motion

Let us consider a "typical" drift wave situation. Electrons move in a sheared magnetic field \( \mathbf{B} = B_0(0, x/L_s, 1) \) in the presence of electrostatic waves \( E = -\nabla \Phi \):

\[ \Phi(x, t) = \sum_{m,n=-\infty}^{+\infty} \Phi_{m,n}(x) \exp \{i[k(m,y + k_n z - \omega_m t)]\}, \]  

(4)

where \( x = (x, y, z) \) and \( k_m = 2\pi m/L_y \) etc. In the guiding center approximation the equations of motion are

\[ \dot{x} = \frac{1}{B^2} (E \times B); \quad \dot{v} = -\frac{q_e}{m_e} E, \]  

(5)

where \( q_e, m_e \) are the electron’s charge and mass, and \( E = E \cdot B / B \) etc. If positions, times, velocities and potentials are measured in units of \( q_e, \omega_m^{-1}, \omega_L, \omega_\ast \) and \( (T_e/q_e)(\Omega/L_n) \) Eqs. (5) simplify to

\[ \dot{x} = E, \quad \dot{y} = -E_x + v_\perp x / L_s, \quad \dot{v} = -\frac{m_\ast}{m_e} \frac{L_n}{q_e} E. \]  

(5a)

Here \( q_e = e / \Omega_i \), \( \Omega_i = \text{ion gyro frequency}, \) \( c_e^2 = k T_e / m_e, \) \( \omega_\ast = c_L / L_n, \) and \( L_n > 0 \) is the scale length for the density, varying in the z direction. For small \( x, x / L_s \ll 1 \), it is a good approximation for our purpose to set \( v_\perp = \text{const} \) and \( z = z_0 + v_\parallel t \).

In this case (5a) may be written as a one-dimensional Hamiltonian system with conjugate variables \( x, y \):

\[ \dot{x} = -\frac{\partial H}{\partial y}, \quad \dot{y} = \frac{\partial H}{\partial x}, \]  

(6)

Let \( x^0 = x_0, y^0 = y_0 + x_0 v_\parallel t / L_s \) be the unperturbed solution for \( \Phi = 0 \). Transformation from \( x, y \) to \( \delta x = x - x^0 \) \( \delta y = y - y^0 \) yields

\[ \delta \dot{x} = -\sum_{m,n=-\infty}^{+\infty} i m \Phi_{m,n}(x_0 + \delta x) \exp \{i[k_m(y_0 + \delta y)] \]  

\[ + (k_m v / x_0 / L_s + k_n v / -\omega_m t + k_n z_0)], \]  

\[ \delta \dot{y} = \frac{v_\parallel}{L_s} \delta x + \sum_{m,n} \frac{\partial \Phi_{m,n}(x_0 + \delta x)}{\partial x_0} \exp \{i[...]\}. \]  

(7)

For simplicity we shall neglect the \( x \) dependence of the modes, as done in [14, 18].

Resonances occur for \( k \cdot (x_0 \cdot v / -\omega_m t = 0, \) where driving terms are only weakly time dependent. Consistently with the assumption \( v \cdot = \text{const} \), it is a good approximation for drift waves to neglect \( \omega_m t / L_s \) compared with \( k_\parallel v / \) because it shifts the resonant positions \( x_0 \) only slightly. Around each resonant position \( x_0 \), now at \( k_\parallel = k_m x_0 / L_s + k_n = 0, \) there is an island in which the particles are trapped if the islands are well separated.

With these approximations and a further change of units: \( x' = L_s x / (L_s L_y), y' = 2\pi y / L_y, t = 2\pi v_\parallel t / L_s \) and \( \Phi' = L_s^2 \Phi(v / L_s) \) one finally obtains (omitting the slashes)

\[ \delta \dot{x} = \sum_{m,n=-\infty}^{+\infty} \Phi_{m,n} m \sin[m(y_0 + \delta y) + (m x_0 + n) t + \phi_{m,n}], \]  

\[ \delta \dot{y} = \delta x, \]  

(8)

where \( \Phi_{m,n} \exp \{i k_\parallel z_0\} = \Phi_{m,n} \exp \{i \psi_{m,n}\} \). Initial conditions at an arbitrarily fixed time \( t_0 = 0 \) are \( \delta x = \delta y = 0 \).

For the purpose of numerical investigation further simplification of (8) is achieved by assuming that the mode strength \( \Phi_{m,n} \) is the same for all \( n, -\infty \leq n \leq \infty \). With

\[ \sum_{n=-\infty}^{+\infty} \delta(t - 2\pi l), \]  

(9)
and \( z_0 = 0 \) without loss of generality, the differential equations (8) are replaced by the recursions

\[
\begin{align*}
\delta y_i &= \delta y_{i-1} + 2\pi \delta x_{l-1}, \\
\delta x_i &= \delta x_{l-1} + 2\pi \sum_{m=0}^{\infty} A_m m \\
&\cdot \sin[m(y_0 + \delta y_j) + 2\pi \int_0^m x_0 + \phi_m],
\end{align*}
\]

(10)

where \( A_m = 2 \cdot \Phi_m \). Initial conditions are \( \delta x_0 = y_0 = 0 \).

Actually, (10) are not the most general discretized version of (8). For arbitrarily chosen \( t_0 \neq 0 \) there is a time lag \( \Delta T, 0 < \Delta T < 2\pi \) between the first \( \delta \)-function pulse before \( t_0 \) and \( t_0 \) itself. \( \Delta T \rightarrow 0 \) was chosen in (10). At the opposite end, \( \Delta T \rightarrow 2\pi, \) the order of the recursions is reversed, with \( \delta y_{l-1} \) and \( \delta x_{l-1} \) on the r.h. sides replaced by \( \delta y_{l-1} \) and \( \delta x_l \). For the sake of comparison with theoretical models it is advantageous to consider both limiting cases, see Section 4.

Equations (8) were solved numerically in [14] while (10) were solved both in [14] and [18] in order to obtain diffusion coefficients. In Sect. 4 we solve (10) again, but for the purpose of obtaining correlation functions like

\[ \langle [\delta y(t) - \delta y(t')]^2 \rangle. \]

3. Diffusion process

In 1981 Molvig et al. [14] proposed the “normal stochastic approximation” to describe turbulent plasma response. As stated in the introduction, the theory is based on the chaotic “mixing” type behaviour of the particle motion in strongly overlapping islands of the potential. Any small segment of starting values \( y_0 \), for example, is mapped onto the whole available range \( 2\pi \) after a time \( \tau_k \), called Kolmogorov time. As a consequence, the Lagrangian perturbations \( \delta x(t), \delta y(t) \) develop much finer spatial scales than the Eulerian correlation length of the modes \( \Phi(x,t) \). This disparity of scales together with the assumption that the “mixing” time \( \tau_k \) is small compared with the autocorrelation time \( \tau_{AC} \) of the modes is used in NSA to perform an average over the microscale fluctuations first, with the modes \( \Phi \) frozen in. The averaging is performed with \( \delta x \) and \( \delta y \) as normally distributed random variables, i.e. a Gaussian distribution, because this is what the central limit theorem predicts for the cumulative effect of many independent increments \( \Delta \delta x, \Delta \delta y \) which together yield the orbits \( \delta x, \delta y \).

To be more precise, a diffusion or Wiener process was assumed to describe the “radial” motion \( \delta x(t) \). In a symmetric Wiener process [19] the probability density to find a particle at position \( x \) at time \( t \) when at \( t = 0 \) it was at \( x = 0 \) is given by

\[ P(x(t)) = (1/\sqrt{4\pi D t}) \exp \left\{ -x^2/4Dt \right\}, \quad t > 0. \]

(11)

The probability density to find the particle at time \( t' \) at position \( x' \) and at a later time \( t \) at \( x \) is the product of two independent probability densities:

\[
P(x(t), x'(t')) = \frac{1}{4\pi D} \frac{1}{\sqrt{t'(t-t')}} \exp \left\{ -\frac{x^2}{4Dt'} \right\} \exp \left\{ -\frac{(x-x')^2}{4D(t-t')} \right\},
\]

(12)

t > t' > 0.

eetc., where \( D \) is a diffusion constant.

Let Wiener averages be denoted by \( \langle \cdot \rangle_w \). For a symmetric Wiener process \( x \) owing to its Gaussian nature it holds [20] that

\[
\langle \exp \{i a x\} \rangle_w = \exp \left\{ -\frac{a^2}{2} \langle x^2 \rangle_w \right\}.
\]

(13)

\[
\langle \exp \{i(a x + b x')\} \rangle_w = \exp \left\{ -\frac{1}{2} \langle (a x + b x')^2 \rangle_w \right\}.
\]

From (11) it follows that

\[
\langle x^2 \rangle_w = 2Dt, \quad t > 0
\]

(14)

and, for \( y(t) = \int_0^t x(t') \), (see Appendix A)

\[
\langle y^2(t) \rangle_w = \frac{2}{3} Dt^3, \quad t > 0.
\]

(15)

In App. A it is shown that for \( t > t' > 0 \)

\[
\langle (y - y')^2 \rangle_w = \frac{2}{3} D (t-t')^2 [(t-t') + 3t']
\]

(16)

\[ = \frac{2}{3} D (t-t')^2 [3t - 2(t-t')] \]

The fact that this is not a pure function of \( t-t' \) is important in the following.

From (8) and (14) it is straight-forward to derive an equation for the diffusion coefficient \( D \):

\[
D = \frac{1}{2t} \langle [\delta x(t)]^2 \rangle_w
\]

\[
= \sum_{m,n} \sum_{m',n'} m m' \langle \Phi_{m,n} \Phi_{m',n'} \rangle \cdot \frac{1}{2t} \int_0^t \int_0^t \langle \exp \{i \Psi_{m,n}(t_1) + i \Psi_{m',n'}(t_2)\} \rangle_w,
\]

(17)
where 
\[ \Psi_{m,n}(t) = m[y_0 + \delta y(t)] + (m x_0 + n)t + \varphi_{m,n}. \]

With the symmetries involved, and transforming to \( \tau = t_1 - t_2 \) one obtains
\[
D = \sum_{m,n} \sum_{m',n'} m m' \Phi_{m,n} \Phi_{m',n'} \int_0^{t_1} \frac{dt_1}{t} \int_0^{t_1} \frac{dt \tau}{t} \cdot \exp \left\{ i \left[ (m + m') y_0 + [(m + m') x_0 + (n + n')] t_1 - (m' x_0 + n') \tau + \varphi_{m,n} + \varphi_{m',n'} \right] \right\}.
\]

For large times the rapid \( t_1 \) oscillations reduce the double sums to \( m + m' = 0, \ n + n' = 0 \) (see below), and with (16) one obtains
\[
D = \sum_{m,n} |m \Phi_{m,n}|^2 \int_0^{t_1} \frac{dt_1}{t} \exp \left\{ i (m x_0 + n) \tau - \frac{m^2 D}{3} \tau^2 (3 t_1 - 2 \tau) \right\}.
\]

An upper bound to \( D \) is obtained by taking the absolute values of the terms in the sum, by replacing \( 2 \tau \) by its maximum \( 2 t_1 \), and by extending the \( \tau \) integration to infinity. The results is
\[
D \lesssim \sum_{m,n} |m \Phi_{m,n}|^2 \frac{\sqrt{3 \pi}}{2 V D} \int_0^{t_1} \frac{dt_1}{t_1} \frac{1}{\sqrt{t_1}}.
\]

As a consequence, \( D \) does not tend to a constant value for large times, but goes to zero instead for \( t \to \infty \):
\[
D^{3/2} \lesssim \sqrt{3 \pi} \sum_{m,n} |m \Phi_{m,n}|^2 \frac{1}{\sqrt{t}}.
\]

In App. B it is shown that the same result holds if the terms \( m + m' \neq 0, \ n + n' \neq 0 \) are retained.

We have thus reached the preliminary surprising result: Provided that \( \sum_{m,n} |m \Phi_{m,n}|^2 < \infty \), the diffusion of particles (in the case of strong island overlap) cannot be understood as a simple diffusive Wiener process with a time-independent diffusion constant.

The opposite conclusion, reached by Molvig et al. [14], is based on the following error: On page 330 the correlation function \( \langle (\delta y(t_1) - \delta y(t_1 - \tau))^2 \rangle_w \) is mistakenly replaced by \( \frac{2}{3} D \tau^2 \). As a consequence the \( t_1 \) integral is trivially done and cancels the factor \( 1/t \), and \( D = D_M \) is determined by the inconsistently obtained relation
\[
D_M = \sum_{m,n} |m \Phi_{m,n}|^2 \int_0^{\infty} \frac{d\tau}{t} \cdot \exp \left\{ i \left[ m x_0 + n \right] \tau - \frac{m^2 D_M}{3} \tau^3 \right\}.
\]

the structure of which is analogous to (2).

In [14] the authors nevertheless present computational evidence that diffusion can be described with a finite diffusion coefficient in agreement with (14), (15) and (21). In the next section this discrepancy is analyzed and a final conclusion is reached on the diffusive nature of the particle motion.

4. Resolution of discrepancy

In [14] numerical solutions are presented for both the discretized equations of motion (10) and the original equations (8). For the discretized case our proviso, \( \sum_{m,n=-\infty}^{+\infty} m \Phi_{m,n}^2 \) finite, is violated since \( \Phi_{m,n} = \Phi_m = \text{const} (n) \). For this case the derivation of \( D \) has to be reconsidered. This is done next, and, supported by numerical experiments very good agreement with a Wiener process with finite \( D \) is obtained. Since particle motion in the physically realistic case \( \sum_{m,n} |m \Phi_{m,n}|^2 < \infty \) should not be totally different from the degenerate case \( \Phi_{m,n} = \Phi_m \), it is even more important to resolve the discrepancy with our previous result \( D \to 0 \) for large times. This is done at the end of this section.

For \( \Phi_{m,n} = \Phi_m \) one obtains from (19) with the help of (9)
\[
D = \pi \sum_{m} |m \Phi_m|^2 + 2 \pi \sum_{m} m \Phi_m^2 \sum_{l>0} \frac{1}{l} \int_0^l \frac{dt_1}{t} \exp \left\{ i \left[ m x_0 \tau - \frac{m^2 D}{3} \tau^3 (3 l - 2 \tau) \right] \right\}.
\]

The first term comes from \( l = 0 \). (A factor 0.5 results from properly treating the \( \tau \) integration at \( \tau = 0 \).) The \( l > 0 \) terms are easily seen to converge to zero for \( t \gg \tau_k = (m^2 D)^{-1/3} \), so that for later times \( D = D_0 \), where
\[
D_0 = \pi \sum_{m=-\infty}^{+\infty} m^2 \Phi_m^2.
\]

In [14] the erroneously derived \( D_M \) was further evaluated for \( \Delta \Omega \cdot \tau_k \gg 1 \), where \( \Delta \Omega (= k \cdot\tau_k) \) is...
the effective width of $Q = m x_0 + n$ as function of $m$ and $n$. In this case the complex exponential function in (21) is rapidly oscillating and may be replaced by a $\delta$-function. With $\Phi_{m,n} = \Phi_m$ and the summation over $n$ treated as an integral

$$D_M = \pi \sum_{m,n} m^2 \Phi_{m,n}^2 \delta(mx_0 + n)$$

is found to agree with $D_0$. For $A\Omega \cdot \tau_K \ll 1$ see below.

In order to test the Wiener hypothesis we solved recursions (10) numerically for $N$ equally spaced initial values $y_0, N \gg 1$, with phases $\phi_m$ chosen at random. Apart from the moments

$$R_0(t) = \langle [\delta y(t)]^2 \rangle,$$

$$S_0(t) = \langle \exp i M [\delta y(t)] \rangle,$$

as in [14], where $\langle \rangle$ is the numerically obtained ensemble average, we also investigated the correlations

$$R_r = R(t, t') = \langle [\delta y(t) - \delta y(t')]^2 \rangle,$$

$$S_r = S(t, t') = \langle \exp i M [\delta y(t) - \delta y(t')] \rangle$$

for $r = 1$ and 2, where $\tau_r = t - t' = r \Delta t$. $M$ is a typical mode number $m$, and $\Delta t = 2\pi$ is the interval between two $\delta$-function pulses. The results are shown in Figures 1–3.

In Figs. 1 and 2 the numerically obtained values of $R_0, R_1, R_2$ are plotted as functions of $t$, for $t - t'$ fixed, as series of crosses. Each cross corresponds to one iteration. The solid curves are the analytic formulae (15), (16) for the same correlation functions in a Wiener process, with $D$ given by (23). The agreement is quite good. (It becomes even better if the arbitrary initial phase shift $\Delta T$, mentioned in Sect. 2, is properly chosen. With $\Delta T = 2\pi$ the crosses are distributed about the same distance to the other side of the analytic curves.) The essential result of the figures is that indeed $\langle [\delta y(t) - \delta y(t')]^2 \rangle$ is in fact not a function of $t - t'$ alone, contrary to assumptions in the literature [14].

In Fig. 1 the time scale $\tau_K$ for randomization of the particle motions, $\tau_K^3 = M^2 D$, is large compared with the interval $\Delta t = 2\pi$ between two pulses: $\tau_K = 5.3 \Delta t$. In Fig. 2 it is the opposite: $\tau_K = 0.0029 \Delta t$. Obviously, the agreement between theory and numerical results does not depend much on $\tau_K/\Delta t$. The parameters in Fig. 1 were chosen as follows: $m_{\text{min}} = 200, m_{\text{max}} = 550, A = 2, \Phi_m = 2 \cdot 10^{-9} = \text{const}$ for $m_{\text{min}} \leq m \leq m_{\text{max}}, \Phi_m = 0$ otherwise, and 50 iterations. In Fig. 2 there are $m_{\text{min}} = 365, m_{\text{max}} = 385,$
$A = 2 \cdot 10^{-5}$, and 100 iterations. For both sets of parameters the island overlap criterion [14] is well satisfied. $N = 6000$ and $x_0 = 1 + 1.2/\pi$ in all figures.

In Fig. 3 the crosses are $S_0$ and

$$S_r = \langle \exp iM(\delta y - \delta y') \rangle_r,$$

and 1, again for fixed $\tau_r = t - t'$, as functions of $t$, while the solid curves correspond to

$$\langle \exp [iM(\delta y)] \rangle_w = \exp \left[ - \frac{1}{2} M^2 D \tau^2 \right],$$

$$\langle \exp [iM(\delta y - \delta y')] \rangle_w$$

$$= \exp \left[ - \frac{1}{2} M^2 D \tau^2 (3t - 2\tau) \right]. \tag{27}$$

In addition, the dashed lines for comparison show the functions $\exp \left[ - \frac{1}{2} M^2 D \tau^2 \right]$ as used in [14]. Again, the correlations are seen to be functions of both $t$ and $\tau = t - t'$.

Figure 3 is a good test of the Gaussian nature of the particle diffusion. Even if the second order moments $\langle (\delta y - \delta y')^2 \rangle$ are in agreement with a Wiener process, the higher order cumulants [20] could change (13) (with $x = \delta y$) so that the exponents on the right-hand sides would have, in addition, contributions from $\langle (\delta y)^n \rangle, \langle (\delta y - \delta y')^n \rangle$, $n > 2$. A Gaussian probability distribution is the only one for which these higher moments disappear from the exponents. The good agreement between the numerical results and the analytic Wiener curves in Fig. 3 therefore supports the Gaussian nature of the diffusion process.

The parameters in Fig. 3 are the same as in Figure 1. For $\tau_K \ll \lambda t$ no corresponding figure is shown because already after the first iterations the numerical results are determined by noise, which becomes dominant after a few $\tau_K$. Noise is due to the finite number of start positions. Round-off errors, which on the CRAY computer may be artificially enhanced, do not play a role in Figs. 1 and 3. In Fig. 2, however, round-off errors accumulate somewhat erratically up to about 4%.

With the foregoing results it is obvious that a Wiener type diffusion process is a valid model for the degenerate case $\Phi_{m,n} = \Phi_m$. It remains to understand why the numerical results [14] for a mode spectrum with finite energy are also in agreement with the diffusion coefficient (24) when theory predicts that they should not.

From (19) it is possible to obtain both an upper and a lower bound, $D_+$ and $D_-$, for $D$, with $D_+$ more detailed than in relation (20). The bounds follow from taking the maximum or the minimum of $\tau$ in the correlation term $3t_1 - 2\tau$ in (19). With $c_1 = 1/3$, $c_2 = 1$, $\tau_K^2 = m^2 D z$ there is, after a transformation of variables

$$D_+ = \sum_{m,n \neq 0} m^2 | \Phi_{m,n} |^2 \tau_K \int_0^1 \frac{dt_1}{c_1 t_1} \int_0^{1/x_0} \frac{dr}{\sqrt{1/2}} \tag{28}$$

where $t = t/\tau_K$ and $\Omega = m x_0 + n$. Let us define

$$t_\epsilon = \tau_K (\Delta \Omega \tau_K)^{2/5}. \tag{29}$$

Consider first the case $\Delta \Omega \tau_K \gg 1$. For $t \geq t_\epsilon$ one obtains approximately

$$D_\epsilon = \sum_{m,n \neq 0} m^2 | \Phi_{m,n} |^2 \delta(m x_0 + n). \tag{30}$$

Thus, up to times of order $t_\epsilon \gg \tau_K$ the details of the correlation function $\langle [\delta y(t') - \delta y(t')]^2 \rangle$ do not matter: there is a finite time-independent diffusion constant (31), and it agrees with the erroneously derived one, (24).

The interpretation of $t_\epsilon$ is straightforward. For fixed $m$ and a finite interval $\Delta m$ of $n$ values the region $\Delta x$ where resonances are possible is given by $\Omega(\Delta x) = 0$, i.e. $\Delta x = \Delta m / m = \Delta \Omega / \delta \Omega$. According to (14) the time $t_{\Delta x}$ for a particle to diffusively cross this region is determined by $(\Delta x)^2 = (\Delta \Omega / \delta \Omega)^2 = 2 D t_{\Delta x}$. With $\tau_K^2 = m^2 D$ it follows that $t_{\Delta x} \geq t_{\Delta x}$. Hence, for $t > \epsilon$ the particles have left the resonance layer of overlapping islands, and the assumed process of diffusion cannot take place any more. The numerical results in [14] ($\Delta \Omega \tau_K \gg 1$ was satisfied) were obviously obtained for times that did not exceed $t_{\Delta x}$.

For $\Delta \Omega \tau_K \ll 1$ and $t \geq \tau_K$ the $t^{-0.5}$ decline of (30) is again recovered. Owing to the strong diffusion the particles leave the resonant zone even before their motion has become random. No steady state diffusion exists. In contrast, (21) yields a well defined but erroneous value $D_m \sim \left( \sum_{m,n} m | \Phi_{m,n} |^2 \right)^{3/4}$. 
We are thus led to the following final conclusions: Provided the particles stay long enough in the region of resonant island overlap the diffusion may be considered as a Wiener process, i.e. a process with Gaussian probability distribution where present events are independent of previous ones. Numerically obtained correlation function support this conclusion. The diffusion coefficient itself is not a sensitive function of the details of the correlation functions.
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Appendix A
Let \( x(t) \) be a symmetrical Wiener process as described by (11), (12). In order to obtain correlation functions for the integrated Wiener process \( y(t) = \int_0^t \! d t' \; x(t') \) it is useful to determine \( \langle x(t) \; x(t') \rangle_w \) first. Let \( x = x(t) \), \( x' = x(t') \) and \( t > t' > 0 \). It follows that

\[
\langle x x' \rangle_w = \langle x' (x - x') + x^2 \rangle_w = \langle x'^2 \rangle_w
\]

\[
= \frac{1}{\sqrt{4 \pi D t'}} \int_{-\infty}^{+\infty} \! d x' \; x'^2 \exp \left\{ -\frac{x'^2}{4 D t'} \right\} = 2 D \; t',
\]

where the first term did not contribute because both factors are independent and odd. For general \( t \) and \( t' \) we have

\[
\langle x(t) \; x(t') \rangle_w = 2 D \cdot \min(t, t'). \tag{A.1}
\]

From this we get

\[
\langle y(t) \; y(t' \equiv t) \rangle_w = \int_0^t \! d t_1 \int_0^{t'} \! d t_2 \; \langle x(t_1) \; x(t_2) \rangle_w
\]

\[
= 2 D \int_0^{t'} \! d t_2 \left\{ \int_0^t \! d t_1 + \int_{t_2}^t \! d t_1 \right\}
\]

\[
= 2 D \int_0^{t'} \! d t_2 \left( t_2 + \int_{t_2}^t \! d t_1 \right)
\]

\[
= D \int_0^{t'} \! d t_2 (-t_2^2 + 2 t_2 t)
\]

\[
= \frac{1}{3} D \; t'^2 (3t - t'). \tag{A.2}
\]

For \( t' = t \) one obtains (15) for \( \langle y^2 \rangle_w \). Also, repeated application of (A.2) yields

\[
\langle [m \; y(t) + m' \; y(t' \equiv t)]^2 \rangle_w
\]

\[
= \frac{1}{3} D \left[ (m + m')^2 \; t^3 + m'(m + m') \; \tau (\tau^2 - 3 t^2)
\]

\[
+ 3 m'^2 \; \tau^2 t - 2 m'^2 \; \tau^3 \right]
\]

\[
= \frac{2}{3} D \left[ (m + m')^2 \; t^3 + 3 m (m + m') \; t^2 \; \tau
\]

\[
+ 3 m'^2 \; \tau^2 + m^2 \; \tau^3 \right] \tag{A.3}
\]

with \( \tau = t - t' \). For \( m + m' = 0 \) one obtains (16). The last expression (A.3) is particularly useful for application in Appendix B.

Appendix B
In order to give an upper bound on \( D \), for general \( m, m' \) and \( n, n' \) one needs a lower bound on

\[
\tilde{K} = 2 D K/3 = \langle [m \; \delta y(t_1) + m' \; \delta y(t_2 \equiv t_1)]^2 \rangle_w.
\]

We minimize \( K \) with respect to \( \mu = m + m' \) at fixed \( m \). According to (A.3) \( K \) is of the form

\[
K(\mu) = a \mu^2 + b \mu + c
\]

with \( a = t_1^2 \), \( b = 3 m t_1^2 \), \( c = 3 m^2 t_1^2 + m^2 \tau^2 \), \( \tau = t_1 - t_2 \geq 0 \). The minimum occurs at \( \mu_0 = -0.5 b/a \) and its value is

\[
K(\mu_0) = -\frac{b^2}{4a} + c = m^2 \tau^2 4 \left( 3 t_1 + \tau \right).
\]

Hence, a lower bound is given by

\[
K \geq K(\mu_0) \geq \frac{1}{3} m^2 \tau^2 t_1.
\]

The same consideration that led from (19) to (20) applies gain, so that \( D \to 0 \) for \( t \to \infty \) results for general \( m, n \) and \( m', n' \).