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The theory of Hirsch and Humphreys 1 has been applied to calculate the contrast across pseudo-Kikuchi bands for tilted crystals. The crystallographic planes giving rise to the pattern are assumed to lie parallel to the undeflected electron beam. An asymmetry in contrast across individual bands is found, in agreement with experimental observations.

Intensity profiles and simulated patterns for several angles of tilt in the case of the undeflected beam perpendicular to the (111) reciprocal lattice plane of a silicon crystal are presented.

1. Introduction

The quantitative description of pseudo-Kikuchi patterns has been considered by a number of authors (Vicario et al. 2; Hirsch and Humphreys 3; Reimer et al. 4; Clarke and Howie 5). All the treatments start by describing the behaviour of incident electrons in the crystal as a linear superposition of Bloch waves (§ 2). Subsequently the backscattering of electrons by means of inelastic processes is considered and an expression for the intensity of electrons scattered back out of the crystal is obtained. Most applications of these theories have been for the case of a crystal whose surface is normal to the crystallographic planes and the electrons are incident at near normal angles. In this case, all the theories result in intensity profiles which are symmetrical about the centre for the two edges of a band as would be expected experimentally. However it has been observed that when the crystal is tilted, an asymmetry in the contrast of opposite edges of a band arises. The edge on the “uphill” side becomes brighter, while the edge on the “downhill” side becomes darker as compared to the background (Booker 6).

Some preliminary calculations by Spencer and Humphreys 7 indicated that this asymmetry may be explained by the theory of Hirsch and Humphreys 1. In this paper, some independent calculations also based on this theory are presented. The equations are modified to take into account the specimen inclination and the results of calculations for various angles of tilt are given. Some simulated patterns constructed by grey-level techniques are also presented. The computations produce the asymmetry across the bands in agreement with experimental observations. An explanation of this asymmetry in terms of the effects of tilt on electron wavefields in the crystal is offered.

2. Diffraction of Fast Electrons in the Crystal

The basic equations of dynamical theory are obtained by the solution of time-independent Schrodinguer equation in a periodic field (Hirsch et al. 7),

\[ \nabla^2 \psi(r) = 8 \pi^2 m e / h^2 \left[ E(V(r)) \right] \psi(r) = 0. \]  (1)

where \( E \) and \( m \) are the charge and mass of the electrons respectively. \( \psi(r) \) is the total energy of the electron and \( r \) is a position vector in the crystal. The periodic crystal potential is expanded as a Fourier series as follows,

\[ V(r) = \sum_g V_g \exp \left\{ 2\pi i g \cdot r \right\} \]  (2)

where \( V_g \)'s are the Fourier coefficients of potential and the summation extends over all the reciprocal lattice vectors \( g \) in the crystal.

The solutions of Schrodinger equation in the periodic field are now written in the form of Bloch waves, \( b^{(j)}(k, r) \) where,

\[ b^{(j)}(k, r) = \sum_g C_{g}^{(j)} \exp \left\{ 2\pi i (k \cdot g + \mathbf{g} \cdot r) \right\} \]  (3)

Thus each Bloch wave is a combination of a number of plane waves of wave vectors \( k \) and amplitudes \( C_g \).

The total wave function of the incident electron in the crystal is then written as a superposition of...
solutions such as (3),
\[ \psi_j(r) = \sum \psi_j^{(i)} b^{(j)} (k^{(j)}, r) \] (4)
where \( \psi_j^{(i)} \) denotes the excitation of the jth Bloch wave in the crystal. Substitution of (3) in the Schro- 
dinger Eq. (1) gives the basic dynamical equations from which one may obtain the amplitude coeffi- 
cients \( C_j^{(i)} \) and the wave vectors \( k_j^{(j)} \).
\[ (K^2 - k_g^{2}) C_g + \sum' U_{h} C_{g-h} = 0 \] (5)
where
\[ K^2 = (2 m e E/h^2) + U_0. \] (6)

The effects of inelastic scatterings are taken into 
account by making the potential in the Schrodinger 
equation a complex quantity. The imaginary part of 
the complex potential \( V'(r) \) is assumed to have the 
same dependence on position as \( V(r) \) and may be 
also expanded as a Fourier series,
\[ V'(r) = \sum_y V'_y \exp\{2 \pi i g \cdot r\}. \] (7)

The introduction of an imaginary potential into the 
Schrodinger equation results in a change \( e \Delta E \) in 
the energy of the jth Bloch wave which may be 
found by the application of first order perturbation 
theory (Hirsch et al.),
\[ e \Delta E = -i \langle b^{(j)}(k, r) | V'(r) | b^{(j)}(k, r) \rangle. \] (8)
The wave vectors now acquire an imaginary com- 
ponent \( i q \) in a direction normal to the crystal sur- 
fact, i.e. \( k_j^{(j)} \rightarrow k_j^{(j)} + i q^{(j)} \) where,
\[ i q^{(j)} = (m e/h^2 k_j^{(j)}) \Delta E. \] (9)

3. Calculation of Wave Vectors and Wave 
Amplitudes

In order to solve (5) for obtaining the values of 
\( k_j^{(j)} \) and \( C_j^{(j)} \) we shall first consider the geometry 
of the situation. In Fig. 1, it is assumed that the 
crystal is tilted through an angle \( \alpha \) about the y-axis 
where the system of coordinates is fixed such that 
the z-axis is parallel to the undeflected direction of 
the beam and passing through 0°. However, we can 
represent the observation screen by a hypothetical 
plane perpendicular to the undeflected direction and 
at a fictitious distance \( d \) from the crossover point A 
(see Figure 1). The distance \( d \) is directly propor-

tional to the magnification of the microscope and 
the sides of the hypothetical plane are of length \( L \) 
which is also the size of the observation screen. At 
any instant during the scan, the orientation \( \beta \) of the 
incident beam relative to the undeflected direction is 
given by,
\[ \cos \beta = d/\sqrt{x^2 + y^2 + d^2} \] (10)
where \( x \) and \( y \) are coordinates of a point on the ob-
servation screen as defined in Fig. 1 and,
\[ x \leq \pm L; \quad y \leq \pm L. \]

In the case of zero tilt, of course, the surface of the 
crystal and the hypothetical plane are parallel.
We assume that only the reciprocal lattice points lying on the zero-order Laue zone are excited. Also, as mentioned in the introduction, it is assumed that this zone is normal to the incident beam, i.e. it is parallel to the hypothetical plane of Figure 1. This situation is shown in Fig. 2 which also shows two branches of the dispersion surface. The axes $x', y'$ and $z$ are respectively parallel to the $x$, $y$ and $z$ axes of Figure 1. In this figure, $g$ is a reciprocal lattice vector lying at an angle $\omega_g$ from the $x'$ axis.

As the electron beam scans the surface of the crystal, the wave vectors of the Bloch waves excited in the crystal move on the various branches of the dispersion surface. In Fig. 2, the vacuum wave vector $\chi$ at a particular instant during the scan is shown together with the normal to the crystal surface $n$. If $H$ is the intersection of the vector $n'$, parallel to $n$, with the zero-order Laue zone. The vector $n'$ corresponds to the instant during which the incident wave vector is represented by $\chi$. The wave points of the Bloch waves are determined by the intersection of $n'$ with the various branches of the dispersion surface. One such wave point on the $j$th branch is shown by $D^j$ in Figure 2.

The equation of the normal $n'$ can now be written as follows,

$$z' = (x' - x_{ll'}) \cot \alpha \quad (11)$$

remembering that there is only a tilt $\alpha$ about the $y'$-axis. $x_{ll'}$, $y_{ll'}$, and $z_{ll'}$ are the coordinates of $H$ and may be easily shown to be,

$$x_{ll'} = \chi (\sin \beta \cos \sigma - \cos \beta \tan \alpha),$$
$$y_{ll'} = \chi \sin \beta \sin \sigma,$$
$$z_{ll'} = 0. \quad (12)$$

where,

$$\tan \sigma = y/x. \quad (13)$$

During the beam scan, the wave vector $K$ moves on a section of a sphere whose intersection with $n'$ is shown by $E$ in Figure 2. The coordinates of $E$ may be obtained by solving the equation of the sphere,

$$x'^2 + y'^2 + z'^2 = K^2 \quad (14)$$

with Equation (6). We thus obtain,

$$K_x = x_{ll'} \cos^2 \alpha \pm \sin \alpha \sqrt{K^2 - y_{ll'}^2 - x_{ll'}^2 \cos^2 \alpha},$$
$$K_y = y_{ll'}, \quad (15)$$
$$K_z = \sqrt{2} x_{ll'} \sin \alpha \pm \cos \alpha \sqrt{K^2 - y_{ll'}^2 - x_{ll'}^2 \cos^2 \alpha}.$$

We now define the vector $\gamma^{(j)}$ lying on the surface normal and where,

$$\gamma^{(j)} = E D^{(j)}. \quad (16)$$

We then have that,

$$k_g^{(j)} = K + g - \gamma^{(j)}. \quad (16)$$

Squaring both sides and neglecting the term $\gamma^2$ which is very small except for angles greater than about 75°, we obtain,

$$K^2 - k_g^2 = S_g - \gamma^{(j)} T_g \quad (17)$$

where,

$$S_g = -g^2 + 2g(K_x \cos \omega_g + K_y \sin \omega_g) \quad (18a)$$
$$T_g = 2[(K_x - g_x) \sin \alpha + K_z \cos \alpha]. \quad (18b)$$

Substituting (17) in (5), we obtain,

$$(S_g/T_g) C_g^{(j)} + \sum U_h C_{g-h}^{(j)} = \gamma^{(j)} C_g^{(j)} \quad (19)$$
which may be written in the matrix form,
\[ \mathbf{A} \cdot \mathbf{C} = \gamma \mathbf{C} \]  \hspace{1cm} (20)
with the elements of the matrix \( \mathbf{A} \) given by,
\[ A_{mn} = (1/T_{m-1}) U_{m-n}, \quad A_{mm} = (S_{m-1}/T_{m-1}) . \]  \hspace{1cm} (21)

Equation (20) is in the form of the characteristic equation of a matrix \( \mathbf{A} \) which is asymmetric except in the case of zero tilt (i.e., \( \alpha = 0 \)). Hence, in general the eigenvalues and eigenvectors of (21) are complex. The eigenvectors are of course, the wave amplitudes of the various plane waves and the eigenvalues determine the wave points of Bloch waves on the dispersion surface. Note that a complex eigenvalue implies that the normal \( \mathbf{n}' \) does not intersect the branches of dispersion surface. As may be seen in Fig. 2, this is only possible for very high angles of incidence (near grazing angle), where total reflection takes place. In the cases in which we are concerned, all the roots are purely real.

Given the various parameters of the crystal (lattice parameters, Fourier coefficients of potential), operating conditions of the microscope (e.g., accelerating voltage, magnification) and the conditions of tilt, we can calculate the matrix \( \mathbf{A} \) from Equations (21). We are then able to calculate the wave vectors and amplitude coefficients of the Bloch waves excited in the crystal from Equation (20). The only other parameters necessary in order to have a complete knowledge of the wave function in the crystal are the excitation amplitudes of the Bloch waves \( \psi^{(j)} \). These may be obtained by the application of the boundary conditions at the entrance surface of the crystal. The continuity of \( \psi^{(j)}(\mathbf{r}) \) and \( \psi^*(\mathbf{r}) \) at the entrance point should be a good approximation for all the angles of tilt used in the present calculations. In this case one may readily show that \( \psi^{(j)} \)'s are obtained by inverting matrix \( \mathbf{C} \) and using the first column of \( \mathbf{C}^{-1} \).

For the case of an untilted crystal, the above equations simplify considerably. Thus, substituting \( \alpha = 0 \) in Eq. (21), we obtain,
\[ A_{mn} = \frac{1}{2 \sqrt{K^2 - \chi^2 \sin^2 \beta}} U_{m-n}, \]
\[ A_{mm} = \frac{g[2 \chi \sin \beta \cos(\sigma - \omega) - g]}{2 \sqrt{K^2 - \chi^2 \sin^2 \beta}} . \]  \hspace{1cm} (22)

The factor \( \sqrt{K^2 - \chi^2 \sin^2 \beta} \) in the denominator of Eq. (21) is in fact equal to \( K_z \), the normal component of the refracted wave vector.

### 4. Backscattered Intensity

We employ the equations of Hirsch and Humphreys\(^1\) to calculate the backscattered intensity. The theory is based on the assumption that local backscattering depends on the independent Bloch wave intensities rather than on the total wave intensity \( \psi^{(j)}(\mathbf{r}) \psi^*(\mathbf{r}) \). Considering the scattering by a slab \( dz \) in a crystal of thickness \( t \) and assuming that there is conservation of electrons in the slice, Hirsch and Humphreys\(^1\) derive the following equation for the backscattered intensity \( I_B \),
\[ I_B = \frac{1}{1 + p^{(0)} t} \left\{ p^{(0)} t + \sum_j I^{(j)}(0) \frac{p^{(j)} - p^{(0)}}{\mu^{(j)}} \cdot [1 - \exp\{-\mu^{(j)} t\}] \right\} . \]  \hspace{1cm} (23)

For the \( j \)th Bloch wave, \( p^{(j)} \) (§ 5) and \( \mu^{(j)} \) are the backscattering and absorption coefficients respectively and \( I^{(j)}(0) \) is the intensity at the crystal surface. \( p^{(0)} \) is the mean backscattering coefficient in the crystal. The absorption coefficients \( \mu^{(j)} \) are related to the parameter \( q^{(j)} \) discussed in § 2 by the simple relationship,
\[ \mu^{(j)} = 4 \pi q^{(j)} . \]  \hspace{1cm} (24)

It must be noted that because the energy losses have not been taken into account in the derivation of the above equation, it does not hold for thick crystals. In fact, it is necessary to introduce a “cut-off” thickness, \( t_0 \) (Spencer et al.\(^9\)). For \( t < t_0 \), the actual value of \( t \) is used in Equation (23). In bulk crystals, where \( t > t_0 \), \( t_0 \) is substituted for \( t \) in the latter equation. The cut-off thickness \( t_0 \) is related to the Bethe range \( R_B \) for the material and the electron energy considered (Spencer et al.\(^9\)).

### 5. Backscattering Coefficients

We shall follow the method of Hirsch and Humphreys\(^1\) in obtaining an analytical expression for the backscattering coefficients \( p^{(j)} \). It is assumed that the main mechanism responsible for backscattering is phonon scattering. The two-equations of Hall and Hirsch\(^10\) for thermal diffuse scattering are then generalized to the many-beam case. One obtains for the diffuse scattered intensity, \( R^{(j)}(s) \) due to the \( j \)th Bloch wave the following expression,
\[ I_{TD}(s) = \frac{N}{N_e} \psi^*(i) \psi^*{(j)} \sum_{g} C_g^{(i)} C_g^{(j)} f_{s-g} f_{s-g} \exp\left(-M_{G-g}\right) \exp\left[-(M_{s-g} + M_{s-g})\right] \sum_{n} \text{exp}[2 \pi i (G - g) \cdot r_n]. \] (25)

Here, \( N \) and \( N_e \) are the number of atoms in the crystal and the unit cell respectively. \( s \) is a deviation parameter corresponding to the angle through which the electron is scattered. \( f \) is the atomic scattering amplitude and \( \exp(-M) \) is the Debye-Waller factor.

The summation term in Eq. (25) represents a structure factor term. In Fig. 3, an incident beam of electrons is shown making an angle \( 0 \) with the surface normal of the crystal. To obtain the backscattering coefficients, we need to find the fraction of electrons which are scattered in directions towards the surface. This implies that \( I_{TD}(s) \) as given by Eq. (25) should be integrated over the upper half of the reflection sphere,

\[ p^{(j)} = \frac{\lambda^2}{N \Omega} \psi^*(i) \psi^*{(j)} \int_{s} \int_{\phi} f_{TD}(s) s \, ds \, d\phi. \] (26)

Now, except at very high angles of tilt (\( \theta > 75^\circ \)), \( s \) is sufficiently large that Rutherford backscattering may be safely used to obtain the scattering amplitudes, i.e.,

\[ f_{s-g} \approx f_{s-g} \approx f_s \approx \frac{2 m e^2 Z \lambda^2}{h^2 s^2}. \] (27)

Also, since \( M_s \) is proportional to \( s^2 \), the Debye-Waller factors are negligible, i.e.,

\[ \exp(-M_{s-g}) \approx \exp(-M_{s-g}) \approx \exp(-M_s) \approx 0. \]

Using these relations in Eq. (26), we obtain.

\[ p^{(j)} = \frac{\lambda^2}{N_c \Omega} \sum_{n} \text{exp}[2 \pi i (G - g) \cdot r_n] \] \[ \sum_{g} C_g^{(i)} C_g^{(j)} \exp\left(-M_{G-g}\right) \int_{s} \int_{\phi} d\Omega. \] (28)

To carry out the double integration over the upper half of the reflection sphere, a new set of coordinates \( s' \) and \( \phi' \) are defined (see Figure 4). The origin \( 0 \) is taken at the intersection of the surface normal with the reflection sphere (Figure 4). By transforming the old coordinates \( s \) and \( \Phi \) to the new coordinates \( s' \) and \( \Phi' \), we finally obtain the following expression for \( p^{(j)} \),

\[ F = \int_{\eta \cdot \Phi = 0} \int_{\eta \cdot \Phi = 0} \eta \, d\eta \, d\Phi' \] \[ [2(1 - \cos \theta) + \eta^2 \cos \theta + \eta \sqrt{4 - \eta^2 \cos \Phi' \sin \theta}]^2. \]
$F$ is basically a topographical factor arising because of the specimen tilt. The double integral in Eq. (29) has been numerically evaluated and is shown plotted against $\theta$ in Figure 5. At $\theta = 0$, i.e. when the beam is normal to the crystal surface, $F = \pi/4$ and Eq. (29) reduces to the expression given by Hirsch and Humphreys.

### 6. Calculation and Results

The parameters $U_g$, related to the Fourier coefficients of potential were evaluated using the scattering amplitudes of Doyle and Turner and corrected for the Debye-Waller factor.

The parameters $U_g'$, related to the Fourier coefficients of the imaginary potential [see Eq. (7)] were calculated in the same manner as Humphreys and Hirsch, but again using the more recent scattering amplitudes of Doyle and Turner. Use of such scattering amplitudes resulted in slightly higher values for the absorption parameters $U_g'/U_g$ as compared to those given by Humphreys and Hirsch.

To simplify the remainder of the calculations, the topographical factor $F$ was assumed constant at the value of $\theta$ for the undeflected beam during the whole scan, i.e. it was assumed that $\theta = a$ for all the points on the observation screen.

The equations presented in § 3 permit the computation of backscattered intensity for beam orientations corresponding to each point $(x, y)$ on the observation screen. An example of this is the two-dimensional pattern for the (111) surface of an untilted silicon crystal shown in Figure 6a. The reflections considered in the computations are shown in Figure 6b. An accelerating voltage of 20 kV was assumed and the crystal thickness was set to 2 $\mu$m. Ten levels of greyness were used in the construction of this figure. Clearly better pictures may be obtained by increasing the number of reflections in the calculations and the number of grey levels in the construction.

Some intensity profiles for tilted and untilted crystals are shown in Figure 7. The computations pertain to the 220 row of reflections in silicon with the crystal thickness set as 2 $\mu$m and accelerating voltage of the microscope set to 20 kV. Thirteen beams were used in all these calculations. A few points should be noted in these figures. In Fig. 7a, the untilted case is shown where the central band
and channeling lines are all symmetrical about the centre. Considerable contrast is obtained up to the third order reflection corresponding to the 660 Bragg position. The variation in contrast across the higher order lines is too small to produce any noticeable peak or dip in the backscattered intensity.

Figures 7b to 7d correspond to the same set of reflections but with the specimen surface inclined at $10^\circ$, $20^\circ$ and $30^\circ$ respectively with the 220 reciprocal lattice vector. The asymmetry is clearly shown with the edges on the “uphill” side becoming more pronounced as the angle of tilt increases. Use of the correct topographical factor for each individual point (see above) would slant each whole profile (except for $a = 0$) slightly down on the left and up on the right. The effect of asymmetry is particularly noticeable on the lines rather than the central band. It may be noted that the maximum dip on the “downhill” side moves from the 220 to 410 to 660 reflections as the angle of tilt increases from $0^\circ$ to $10^\circ$ to $20^\circ$ respectively. It is also interesting to note that higher order reflections are now excited. Anomalies in contrast at the 880 and 10 10 0 Bragg positions are becoming important as the tilt increases.

Finally, Figs. 8a and 8b compare the simulated patterns for an untilted and a tilted crystal ($a = 30^\circ$) of silicon respectively. In this case the non-systematic reflections have been ignored (in contrast to Fig. 6) and only the 220 row of reflections
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7. Discussion

In general, the $\mu^{(j)}$ terms in Eq. (23) determine the absorption of electrons belonging to the $j$th branch of the dispersion surface. The variation of backscattered intensity with beam orientation can, in fact be discussed in terms of the parameters $\psi^{(j)}$ which determine the excitation of the $j$th Bloch wave and the parameters $p^{(j)}$ which determines its rate of backscattering. We may therefore use the following approximate expression for the relative backscattered intensity,

$$A_{BR} = \sum_j |\psi^{(j)}|^2 (p^{(j)} - p^{(0)}). \quad (30)$$

The variations of $\psi^{(j)}$ and $p^{(j)}$ with beam orientation are shown in Fig. 9 for the 220 row of reflections in an untitled crystal of silicon. For clarity, only the values for the first four waves are shown in the figures. Hirsch and Humphreys\(^1\), in fact have already discussed the variations of backscattered intensity for the untitled case, in terms of such diagrams. However, we shall use such profiles to explain the asymmetry produced in the case of tilted crystals.

In the vicinity of a Bragg reflection, $n\mathbf{g}$, there are essentially two Bloch waves corresponding to $j = n$ and $j = n + 1$ which are strongly excited in the crystal\(^13\). This is especially true in scanning electron microscopy, where voltages of the order of 20–30 kV are used and hence the excitation of other Bloch waves are not too strong. Now from Fig. 9a, it will be noticed that at the $n\mathbf{g}$ Bragg position, $p^{(n)}$ always has a peak and $p^{(n+1)}$ has a dip. It is clear then that near such a reflection ($p^{(n)} - p^{(0)}$) is a positive quantity whereas ($p^{(n+1)} - p^{(0)}$) is a negative quantity. We can therefore rewrite (30) approximately as follows,

$$A_{BR} \approx |\psi^{(n)}|^2 |p^{(n)} - p^{(0)}| - |\psi^{(n+1)}| |p^{(n+1)} - p^{(0)}|. \quad (31)$$

From Fig. 9, we can see that just to the negative of $n\mathbf{g}$ reflection, a high value of $\psi^{(n)}$ coincides with
a high value of \( p^{(n)} \) which from Eq. (31) corresponds to a high backscattered intensity. As we go through the Bragg position, \( p^{(n)} \) decreases while \( \psi^{(n+1)} \) correspondingly increases. Since \((n+1)\)th wave has a low backscattering coefficient around this reflection, the backscattered intensity as a whole decreases. The overall form of the intensity profile around the \( n \)g reflection is therefore a maximum just negative of the reflection which passes into a minimum as shown in Figure 7a.

Evidently the same situation holds for the other half of the profile because both \( \psi^{(j)} \) and \( p^{(j)} \) curves are symmetrical about the central position. In the case of an untilted crystal, we therefore have a symmetrical intensity profile around the central position.

When the crystal is tilted, the Bloch wave fields in the crystal are affected. With a tilt in the positive sense (as in Fig. 1), there is a movement in the profile of the excitation coefficients \( \psi^{(j)} \) slightly to the left and parallel to the abscissa axis. These movements are particularly noticeable in the vicinity of Bragg positions and occur in the same direction on both sides of the central position. In Table 1, the values of \( \psi^{(3)} \) and \( \psi^{(4)} \) are compared around the 660 and 6600 reflections for a tilted and an untilted crystal.

<table>
<thead>
<tr>
<th>( x ) (cm)</th>
<th>( \psi^{(3)} )</th>
<th>( x = 0^\circ )</th>
<th>( x = 30^\circ )</th>
<th>( \psi^{(4)} )</th>
<th>( x = 0^\circ )</th>
<th>( x = 30^\circ )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2.9</td>
<td>0.996</td>
<td>0.996</td>
<td>0.057</td>
<td>0.052</td>
<td>-2.98 cm</td>
<td>-2.98 cm</td>
</tr>
<tr>
<td>-3.0</td>
<td>0.344</td>
<td>0.612</td>
<td>0.937</td>
<td>0.743</td>
<td>-3.08 cm</td>
<td>-3.08 cm</td>
</tr>
<tr>
<td>-3.1</td>
<td>0.014</td>
<td>0.048</td>
<td>0.997</td>
<td>0.996</td>
<td>-3.18 cm</td>
<td>-3.18 cm</td>
</tr>
<tr>
<td>+2.9</td>
<td>0.996</td>
<td>0.996</td>
<td>0.057</td>
<td>0.063</td>
<td>+2.98 cm</td>
<td>+2.98 cm</td>
</tr>
<tr>
<td>+3.0</td>
<td>0.344</td>
<td>0.225</td>
<td>0.937</td>
<td>0.980</td>
<td>+3.08 cm</td>
<td>+3.08 cm</td>
</tr>
<tr>
<td>+3.1</td>
<td>0.014</td>
<td>0.040</td>
<td>0.997</td>
<td>0.998</td>
<td>+3.18 cm</td>
<td>+3.18 cm</td>
</tr>
</tbody>
</table>

These movements have a considerable effect on the backscattered intensity as may be explained by reference to the \( \psi^{(j)} \) and \( p^{(j)} \) profiles. As an example consider the situation around the 660 Bragg reflection in which case the strongly excited Bloch waves are 3 and 4 (Figure 10). When the crystal is tilted, the two waves move slightly to the left and therefore the position at which they have equal excitations no longer coincides with the dip and peak in \( p^{(j)} \) (Figure 10). There is a basic difference, however, between the effect of tilt on the 660 reflection and the effect on the 660 reflection.

Around the 660 reflection, as may be seen from Fig. 10, the peak of \( p^{(3)} \) coincides with a lower value of \( \psi^{(3)} \), whereas the dip in \( p^{(4)} \) coincides with a higher value of \( \psi^{(4)} \) as compared to the untilted case. In terms of Eq. (31), this corresponds to a relative decrease in the first term and a relative increase in the second term of the R.H.S. The net effect is a reduction in the relative backscattered intensity.

Around the 6600 reflection, a reverse effect takes place. The peak of \( p^{(3)} \) coincides with a higher value of \( \psi^{(3)} \), whereas the dip in \( p^{(4)} \) coincides with a lower value of \( \psi^{(4)} \). Therefore, there is a relative increase in the first term and a relative decrease in the second term of the R.H.S. of Equation (31). The net effect is hence an increase in the relative backscattered intensity on this side of the profile.

It is therefore possible to explain the asymmetry in the intensity profile for a tilted crystal in terms of the asymmetry in the excitation coefficients of Bloch waves. This model also shows that the effect of tilt is more pronounced on higher order channeling lines as compared to the central band. For the first order reflection, the important Bloch waves are (1) and (2) neither of which have a sharp peak or dip at the 220 Bragg position. Therefore the effect of tilt on the edges of the central band is not as pronounced as the effect on the second or third order channeling lines. In fact, since the peaks and dips are so sharp for higher numbered waves, a very slight movement is sufficient to make the peak or dip in \( p^{(j)} \) coincide with the flat high/low parts of \( \psi^{(j)} \) or \( \psi^{(j+1)} \) profiles.
Another point to make is that the movement of $\psi^{(j)}$ profiles parallel to the abscissa axis are not equal for various Bloch waves. There is also a relative movement of the profiles with respect to one another which is enhanced as the angle of tilt is increased. The result is that the various Bragg reflections are differently affected as the angle of tilt increases (see Figure 7).

8. Conclusion

The contrast of pseudo-Kikuchi patterns from a tilted crystal is considered in terms of the Hirsch and Humphreys theory$^1$. The effect of tilt on back-scattering coefficients is taken into account and computations are made for various angles of tilt. The calculated intensity profiles show an asymmetry in the contrast of the opposite edges of a band in agreement with experimental results. This asymmetry is discussed in terms of the effect of tilt on the wavefields of incident electrons in the crystal. Some simulated patterns both for a tilted and for an untilted crystal are presented.
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8. In transmission electron microscopy the term "absorption" is commonly used for the cases where the inelastic processes scatter the fast electrons outside the objective aperture. This is due to the fact that in such cases the electrons do not reach the screen and are thus "effectively" absorbed.