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The first order perturbation expressions for various molecular constants such as isotopic shifts $(\Delta \lambda_i, \Delta \lambda_i/J_i)$, inverse isotopic shifts $(\Delta \sigma_i, \Delta \sigma_i/\sigma_i)$, Coriolis coupling constants $(\Delta \gamma_{ij})$ and mean amplitudes of vibration $(\Delta \Sigma_{ij})$ obtained using different equations and approximations are given in detail.

The mathematical and physical properties of the different approximations are discussed extensively. Incidentally some isotopic rules obtained using the first order perturbation theory are presented.

1. Introduction

The first order perturbation theory has been widely used in the study of molecular vibrations as related to isotopic frequency shifts, change in the normal coordinates due to isotopic substitution, Jacobians related to the force constants and compliances, kinematic perturbation etc. .1–7. We have recently extended this procedure for the study of centrifugal distortion, Coriolis coupling constants and mean amplitudes of vibration in isotopically substituted molecules8 ’ 9. Different isotopic rules have also been formulated by several authors10 ~15.

One has to understand here the meaning of “First Order Perturbation” in the sense that one considers all and only all the first order terms in the general expanded development of any equation. This approach is in fact valid only for heavy atom isotopic substitution. Here, we give the equations obtained from the first order perturbation theory for different quantities $(\Delta \lambda_i, \Delta \lambda_i/J_i, \Delta \sigma_i, \Delta \sigma_i/\sigma_i, \Delta \gamma_{ij}, \Delta \Sigma_{ij})$ etc. . . with emphasis on the approximations involved in various procedures. Some isotopic rules holding in the framework of this formalism have also been proposed.

2. Procedural Details

A) Isotopic Shift $\Delta \lambda$

From the standard secular equations in the $GF$-matrix formalism of Wilson et al.1 one has for the “unperturbed” molecule

$$GFL = LA \quad (1)$$

and for an isotopically substituted “perturbed” molecule

$$G^* FL^* = L^* A^* \quad (2)$$

With the definitions

$$G^* = G + AG,$$

$$L^* = L + AL,$$

$$A^* = A + AA \quad (3)$$

one deduces the equation for the isotopic shift $\Delta \lambda$

$$\Delta \lambda = L^{-1} A G + [A (L^{-1} AL) - (L^{-1} AL) A]. \quad (4)$$

The normalization condition

$$LL^* = G \quad (5)$$

leads to the following first order equation in $\Delta G$:

$$\Delta G = L (\Delta L)^* + \Delta LL^* \quad (6)$$

Substituting Eq. (6) in (4), one has

$$\Delta \lambda = (\Delta L)^* + (L^{-1} \Delta L)^* A + [A (L^{-1} \Delta L) - (L^{-1} \Delta L) A]. \quad (7)$$

Since the experimentally observed shifts $(\Delta \lambda_i)$ are the diagonal elements of the matrix $\Delta \lambda$, one has

$$(\Delta \lambda)_i = [L^{-1} \Delta G (L^{-1})^*]_i + [A (L^{-1} \Delta L) - (L^{-1} \Delta L) A]_i = 0. \quad (8)$$

(i) First Approximation $\Delta L = 0$

This is the commonly used approximation found in the earlier works8 ’ 9. With this assumption one obtains from Eq. (7) the result

$$\Delta \lambda = 0 \quad (10)$$
which has no physical meaning and hence the earlier authors used Eq. (4) to estimate the isotopic shifts
i.e. \( \Delta \mathbf{A} \mathbf{A}^{-1} = \mathbf{L}^{-1} \Delta \mathbf{G} (\mathbf{L}^{-1})^+ \). (11)
With the help of Eq. (11), one can deduce the isotopic sum rule
\[
\sum \lambda_i (\Delta \mathbf{A})_i (\mathbf{A}^{-1})_i = \text{Tr}[\mathbf{L}^{-1} \Delta \mathbf{G} (\mathbf{L}^{-1})^+] = \text{Tr}[ (\mathbf{L}^{-1})^+ \mathbf{L}^{-1} \Delta \mathbf{G} ]
\]
(12)
or
\[
\sum \lambda_i \lambda_i^*/\lambda_i = \text{Tr}[\mathbf{G}^{-1} \mathbf{G}^*].
\]
(13)
From Eq. (13), one may deduce the relation
\[
\sum \lambda_i \lambda_i^*/\lambda_i = \text{Tr}[\mathbf{G}^{-1} \mathbf{G}^*].
\]
(14)
In the quadratic (\( n = 2 \)) cases, this Eq. (14) together with the familiar Teller-Redlich product rule
\[
\Pi \lambda_i \lambda_i^*/\lambda_i = \det[\mathbf{G}^{-1} \mathbf{G}^*].
\]
(15)
Enables one to determine the individual ratios \( \lambda_i^*/\lambda_i \). It is thus seen from Eqs. (14) and (15) that these ratios are the eigenvalues of the matrix product \( [\mathbf{G}^{-1} \mathbf{G}^*] \).

(i.i) Second Approximation

\[
[\mathbf{A}(\mathbf{L}^{-1} \Delta \mathbf{L}) - (\mathbf{L}^{-1} \Delta \mathbf{L}) \mathbf{A}] = 0. \quad (16)
\]
This approximation is more general than the previous one, in that \( \Delta \mathbf{L} \) is not assumed to be zero; only the diagonal elements of the above equation are considered. This approximation implies that
\[
\mathbf{A}(\mathbf{L}^{-1} \mathbf{L}^*) = (\mathbf{L}^{-1} \mathbf{L}^*) \mathbf{A}. \quad (17)
\]
This Eq. (17) in turn means that the matrices \( \mathbf{A} \) and \( (\mathbf{L}^{-1} \mathbf{L}^*) \) commute; but \( \mathbf{A} \) itself being diagonal, it is clear that \( (\mathbf{L}^{-1} \mathbf{L}^*) \) must be diagonal itself.

Let
\[
\mathbf{L}^{-1} \mathbf{L}^* = \mathbf{d} \quad \text{or} \quad \mathbf{L}^* = \mathbf{L} \mathbf{d}. \quad (18)
\]
Then one deduces from Eq. (4) that
\[
\Delta \mathbf{A} = \mathbf{L}^{-1} \Delta \mathbf{G} (\mathbf{L}^{-1})^+ \mathbf{A} = [\mathbf{L}^{-1} \mathbf{G}^* (\mathbf{L}^{-1})^+ - \mathbf{E}] \mathbf{A} \quad (19)
\]
or
\[
\Delta \mathbf{A} \mathbf{A}^{-1} = (\mathbf{L}^{-1} \mathbf{L}^*) (\mathbf{L}^{-1} \mathbf{L}^*)^+ - \mathbf{E} = \mathbf{d}^2 - \mathbf{E}. \quad (20)
\]
It follows from Eq. (20) that since \( \mathbf{d}^2 \) and \( \mathbf{E} \) are diagonal, \( \Delta \mathbf{A} \mathbf{A}^{-1} \) is also diagonal.

One deduces that
\[
\Delta \lambda_i / \lambda_i = d_i^2 - 1 \quad (21)
\]
or
\[
\lambda_i^*/\lambda_i = d_i^2. \quad (22)
\]
This means that the ratios \( \lambda_i^*/\lambda_i \) and \( \lambda_i^*/\lambda_i \) are the diagonal elements of the matrices
\[
[\mathbf{L}^{-1} \Delta \mathbf{G} (\mathbf{L}^{-1})^+] \quad \text{and} \quad [\mathbf{L}^{-1} \mathbf{G}^* (\mathbf{L}^{-1})^+] \quad (23)
\]
respectively. The eigenvalues being invariant under proper orthogonal transformations, it is clear that one can choose any \( \mathbf{L} \)-matrix which satisfies the normalization condition defined by Equation (15). Thus the equations
\[
(\Delta \lambda_i / \lambda_i) = \text{E.V.}[ (\mathbf{L}_0^{-1}) \Delta \mathbf{G} (\mathbf{L}_0^{-1})^+] ,
\]
\[
(\lambda_i^*/\lambda_i) = \text{E.V.}[ (\mathbf{L}_0^{-1}) \mathbf{G}^* (\mathbf{L}_0^{-1})^+] \quad (24)
\]
also hold, and can be used for practical calculations.

This special approximation [Eq. (18)] is identical to the solution obtained by Jordanov in his study of the extremal properties of \( \Delta \mathbf{A}_i \) in the general case using the secular Eqs. (1) and (2). It was later shown by Alix et al. that Eq. (18) holds also in the case of the first order perturbation treatment.

A significance of this approximation [Eq. (18)] might be understood using the following arguments: Within the framework of the Born-Oppenheimer approximation, one has
\[
(\mathbf{L}^{-1})^+ \mathbf{A}(\mathbf{L}^{-1}) = (\mathbf{L}^{-1})^+ \mathbf{A}^* (\mathbf{L}^{-1}) \quad (25)
\]
or
\[
\mathbf{A}^* = (\mathbf{L}^*)^+ (\mathbf{L}^{-1})^+ \mathbf{A} (\mathbf{L}^{-1} \mathbf{L}^*) = (\mathbf{A}^* \mathbf{L}^{-1} \mathbf{L}^*)^+ (\mathbf{A}^* \mathbf{L}^{-1} \mathbf{L}^*). \quad (26)
\]
Hence, it follows that
\[
\mathbf{E} = [\mathbf{A}^* \mathbf{L}^{-1} \mathbf{L}^* \mathbf{A}^* \mathbf{L}^{-1} \mathbf{L}^*]^+ = (\mathbf{A}^* \mathbf{L}^{-1} \mathbf{L}^*)^+. \quad (27)
\]
From Eq. (27) one deduces that
\[
\mathbf{A}^* \mathbf{L}^{-1} \mathbf{L}^* \mathbf{A}^* \mathbf{L}^{-1} \mathbf{L}^* = \mathbf{R} \quad (\text{orthogonal}). \quad (28)
\]
If the solutions
\[
\mathbf{L} = \mathbf{L}^{(0)} \quad \text{and} \quad \mathbf{L}^* = \mathbf{L}^{(0)*}
\]
with
\[
(\mathbf{L}^{(0)})_{ij} > 0; \quad (\mathbf{L}^{(0)*})_{ij} = 0, \quad \lambda_i > \lambda_j \quad \text{for} \ i < j \quad (29)
\]
and \( \mathbf{L}^{(0)*} \) satisfying equation similar to (29), make Eq. (28) valid, one has
\[
\mathbf{A}^* \mathbf{L}^{-1} \mathbf{L}^* \mathbf{A}^* \mathbf{L}^{-1} \mathbf{L}^* = \mathbf{A}^* \mathbf{L}^{-1} \mathbf{L}^*. \quad (30)
\]
upper triangular lower triangular
Hence, one deduces that the product matrix
\[
[\mathbf{L}^{(0)*}^{-1} \mathbf{L}^{(0)*}] \quad \text{must be diagonal}. \quad (31)
\]
In analogy with the results derived in Eq. (20), if one assumes that
\[
(\mathbf{L}^{(0)})^{-1} \mathbf{L}^{(0)*} = \mathbf{d} = \mathbf{A}^{*1/2} \mathbf{A}^{-1/2}
\]
then \( \mathbf{R} \) is in fact the unit matrix \( \mathbf{E} \).
Therefore, if one chooses as solutions $L^{(0)}$ and $L^{(0)*}$ for two isotopes of a molecule, then within the framework of the perturbation theory, the extremal values of the isotopic frequency shifts [if (31) is seen to be valid], are obtained and in particular, minimal values for a special choice of the ordering of the $d_i$ elements.

Another significance of the solution given by Eq. (18) might be understood from the following equations:

$$ G^* F L^* = L^* A^* $$

or

$$ G^* F L d = L d A^* . $$

Therefore it follows that both $(G^* F)$ and $(G F)$ have the same eigenvectors. In other words, one has the relations

$$ [G^* F, G F] = 0 $$

or

$$ [G F, A G F] = 0 . $$

An additional property of this solution follows from the definition of the potential energy distributions (P.E.D.) 

$$ V_{kl}^{* \mu \nu} = (L^*)_{ik} [(L^*)^{-1}]_{kl} = (L)_{ik} d_i d_i^{-1} (L)_{kl}^{-1} = V_{kl}^{\mu \nu} . $$

Equation (36) implies that the P.E.D. for the different isotopes of a molecule are identical in the first order perturbation treatment.

The signs of the elements of the diagonal matrix $d$ can be deduced by further simplifications of Equation (21). This Eq. (21) can be approximated by another one containing only first order terms of $d_i$

$$ \Delta \lambda_i / \lambda_i = d_i^2 - 1 = (d_i + 1) (d_i - 1) \approx 2 (d_i - 1) . $$

It is thus clear from Eq. (37) that for factor $\Delta \lambda_i / \lambda_i$ would have a larger value with negative elements $d_i$ than when one has positive elements. Physically, for heavy atom substitution the factor $\Delta \lambda_i / \lambda_i$ varies very little and on this basis, one would prefer positive value of the $d_i$ elements. This assumption about the sign of the $d_i$ does not lead to any loss of generality.

### B) Inverse Isotopic Shift

The same study as enunciated in sec (A) can be made for the inverse isotopic shift using the relation

$$ F^{-1} (G^{-1}) L = L (A^{-1}) = L \sigma . $$

Here, below, we summarize the results:

(i) **First approximation**: $\Delta L = 0, \Delta A \approx$ diagonal

$$ \sum_i \Delta \sigma_i / \sigma_i = \text{Tr} [G \Delta (G^{-1})] $$

or

$$ \sum_i \sigma_i^* / \sigma_i = \text{Tr} [G G^*^{-1}] . $$

Using the definition

$$ \Phi_i^{-1} = (\hat{\lambda}_i)^{-1} - (\hat{\lambda}_i)^{-1} = \sigma_i^* - \sigma_i $$

we get

$$ \text{Tr} (\Phi_i)^{-1} = \text{Tr} [G \Delta (G^{-1})] $$

where

$$ \Delta (G^{-1}) = (G^*)^{-1} - G^{-1} . $$

(ii) **Second Approximation**: $L^* = L d$

$$ \sigma_i^* / \sigma_i = 1/|d_i|^2 . . . . $$

### C) Coriolis Coupling Constants

#### 1. First Approach

The isotope effect on the values of the Coriolis coupling constants can be studied using the relation

$$ C = L \xi L^* $$

where $C$ and $\xi$ are the familiar matrices encountered in the study of rotation vibration interaction. Differentiating Eq. (44), replacing by finite increments and readjusting, one gets the relation

$$ \Delta \xi = L^{-1} \Delta C (L^{-1})^* = [ (L^{-1} \Delta L) \xi + \xi (\Delta L^* L^{-1*}) ] . $$

(i) **First Approximation**

Using the approximation $\Delta L = 0$ in Eq. (45), one gets a simplified equation of the form

$$ \Delta \xi = L^{-1} \Delta C (L^{-1})^* . $$

Hence,

$$ \sum_i \Delta \xi_i = \text{Tr} [G^{-1} \Delta C] . $$

This relation can be compared with the one derived from the exact isotopic rule 21, 22

**i.e.** $\sum_i \xi_i = \text{Tr} [G^{-1} C]$ (48)

which leads to the equation

$$ \sum_i \xi_i^* - \sum_i \xi_i = \sum_i \Delta \xi_i = \text{Tr} [(G^*)^{-1} C^* - G^{-1} C] $$

or

$$ \sum_i \Delta \xi_i = \text{Tr} [G^{-1} \Delta C + \Delta (G^{-1}) C^*] $$

where $\Delta (G^{-1})$ is the same matrix as defined above in Equation (42). It is thus seen from Eqs. (47)
and (50) that the two relations are identical if the
matrices $G$ and $G^*$ are the same.

(ii) Second Approximation

Use of the second approximation defined by Eq. (18) in Eq. (45) leads to the result

$$
\Delta \zeta = [L^{-1} \Delta C (L^{-1})^+] - [d^2 \zeta + \zeta d^2 + 2 \zeta].
$$

(51)

2. Second Approach

As suggested in our earlier paper\(^8\) the equation

$$
L^* F K = A (E - \zeta) L^*
$$

(52)

where $K = G - C$
can be used to study the mass effect on the $\zeta$ con­
stants in isotopically substituted molecules.

Following the procedure outlined in the earlier sections and after some simplifications and rear­
rangements, one obtains with the first order pertur­
bation theory, the equation

$$
\begin{align*}
\Lambda^{-1} \Delta \Lambda &= [L^{-1} \Delta K (L^{-1})^+] + \Delta \zeta \right) [E - \zeta]^{-1} \\
&+ \Lambda^{-1} \{\Delta \Lambda^*(L^{-1})^+ \} \{A (E - \zeta)\} \\
&- \{A (E - \zeta)\} \} \{A \Lambda^*(L^{-1})^+ \}.
\end{align*}
$$

(53)

(i) First Approximation

Use of the assumption $\Delta L = 0$ leads to the result

$$
\Lambda^{-1} \Delta \Lambda = [L^{-1} \Delta K (L^{-1})^+] + \Delta \zeta \right) [E - \zeta]^{-1}.
$$

(54)

(ii) Second Approximation

The second approximation as outlined in Eq. (18) yields the following equation for $\Delta K = 0$ (for $n = 2$ cases; symmetric and spherical top molecules for rotation about the figure axis, see our earlier work\(^8\): 

$$
\begin{align*}
\Lambda^{-1} \Delta \Lambda &= \Delta \zeta (E - \zeta)^{-1} + \Delta \zeta (A \zeta d - d \zeta A) \\
&= \Lambda \Lambda^{-1} = d^2 - E.
\end{align*}
$$

(55)

Hence, we obtain

$$
\Delta \zeta = (d^2 - E) (E - \zeta) - (\zeta d

- \Lambda^{-1} d \zeta A) (E - \zeta).
$$

(56)

Assuming that $\Lambda \Lambda$ is diagonal, one deduces the $\Delta \zeta_{ii}$ values from Eq. (56),

$$
\Delta \zeta_{ii} = \langle \Delta \lambda_i \rangle (1 - \zeta_{ii}) - \sum_{k=1}^{n} \zeta_{ik} (L_{kk}^*+L_{kk}^{-1})_{ik}

- \left(\langle E - \zeta \rangle^{-1}\right)_{ii}.
$$

(57)

Now we have from Eq. (57), the relations

$$
\Delta \zeta_{ii} = (d_i^2 - 1) (1 - \zeta_{ii}) - \sum_{k=1}^{n} \zeta_{ik}^* d_k \left[ (E - \zeta)^{-1} \right]_{kl}
$$

(58)

and for the simple $i = 1$ cases, Eq. (58) reduces in part to the form

$$
\begin{align*}
\Delta \zeta_{11} &= (d_1^2 - 1) (1 - \zeta_{11}) - \zeta_{12} d_2 \left[ (E - \zeta)^{-1} \right]_{21} \\
&= (d_1^2 - 1) (1 - \zeta_{11}) - \zeta_{12} d_2 \left[ (E - \zeta)^{-1} \right]_{21}
\end{align*}
$$

(59)

which is nearly the expression given in Eq. (13) of Reference\(^8\).

D) Mean Amplitude of Vibration

1. First Approach

From the equation (see Ref.\(^22\)),

$$
L \delta L^* = \Sigma
$$

(60)

one obtains using the first order perturbation theory, an equation for studying the mass effect on mean amplitudes of the form

$$
L \delta L^+ + L \delta L^* + A L \delta L^* = \Delta \Sigma.
$$

(61)

(i) First Approximation

The simplified form of Eq. (61) under the assumption that $\Delta L = 0$ reads

$$
\Delta \Sigma = L \Delta \delta L^+.
$$

(62)

Since the $\Delta \Sigma_{ii}$ quantities defined in Eq. (62) depend only on the squares of the $L$-matrix elements $(L_{ij}^2)$, it is evident that the signs of $\Delta \Sigma_{ii}$ are defined purely by the signs of the $\Delta \delta_j$ elements; for substitution of an atom by a heavier one, $\Delta \delta_j$ elements are positive and hence Eq. (62) leads to the result that in this case $\Delta \Sigma_{ii}$ are positive. It should however be noted that this conclusion is not physically justifiable i.e. in a real situation $\Delta \Sigma_{ii}$ (say $i$ corresponds to bond stretching vibration) decreases with increasing mass of the atoms constituting the molecule.

Using Eqs. (62) and (60), the equation

$$
\begin{align*}
\Delta \Sigma \Sigma^{-1} &= L \Delta \delta L^* (L \delta L^*)^{-1} \\
&= L \Delta \delta \delta^{-1} L^{-1}
\end{align*}
$$

(63)

can be deduced. It is clear that the values of the elements of the diagonal matrix $(\Delta \delta \delta^{-1})$ are the eigenvalues of the unsymmetrical matrix $(\Delta \Sigma \Sigma^{-1})$ and the eigenvector matrix of $(\Delta \Sigma \Sigma^{-1})$ is the $L$-matrix for the unperturbed molecule.

(ii) Second Approximation

A second approximation of Eq. (61) would be

$$
L \delta A L^+ + A L \delta L^* = 0.
$$

(64)
After some manipulations of this Eq. (64), one would obtain
\[ L \delta L^* + L^* \delta L = 2 \Sigma. \]  
Hence,
\[ \Sigma_{ij} = (L \delta L^*)_{ij}. \]

2. Second Approach

As outlined in our earlier paper, the isotope effect on mean amplitudes of vibration can be studied with the help of the equation
\[ 2 F L = L A \delta. \]

The first order perturbation theory in this case leads to the result
\[ \Sigma F L = \Delta L A \delta + L A \delta + L L \delta. \]

From Eq. (68) we get
\[ \Delta \Sigma = L(\Delta \delta L^* + L \Delta A L^{-1} L^*) - \Sigma F \frac{\Delta L}{L} L^{-1} L^{-1} + \Delta L L^{-1} \Sigma. \]

Elimination of \( F \) from (69) using the familiar relation
\[ F = (L^{-1})^+ \Delta L^{-1} \]
and some simplifications lead to the equation
\[ \Delta \Sigma = L(\Delta \delta + \Delta A L^{-1} \delta) L^* + \Delta L \delta L^* - L \delta A L^{-1} \Delta A L^{-1} L^*. \]

(i) First Approximation

The assumption that \( \Delta L = 0 \), enables one to simplify Eq. (71) in the form
\[ \Delta \Sigma = L(\Delta \delta + \Delta A L^{-1} \delta) L^*. \]

The parameter \( \Delta \Sigma L^{-1} \) can again be expressed in the form
\[ \Delta \Sigma L^{-1} = L(\Delta \delta \delta L^* + \Delta A A L^{-1} L^*). \]

It is thus clear from Eq. (73) that if one considers the approximation \( \Delta A \) diagonal, \( L \) is also the eigenvector matrix of the generally unsymmetrical \( \Delta \Sigma L^{-1} \) matrix. The only difference in Eqs. (63) and (73) is that the eigenvalues are different.

(ii) Second Approximation

This approximation is to put the sum of the terms involving \( \Delta L \) equal to zero in Eq. (69) that is
\[ \Delta L L^{-1} \Sigma - \Sigma F \Delta L L^{-1} F^{-1} = 0. \]

So, substituting the relations
\[ \Sigma F = L \delta A L^{-1} \text{ and } \Delta L = L^* - L \]
we get
\[ (\delta A)(L^{-1} L^*) = (L^{-1} L^*) (\delta A). \]  

Equation (75) indicates that the matrices in brackets commute, and hence \( (L^{-1} L^*) \) should be diagonal. The same result was shown to hold good for isotopic frequency shifts [see Equation (18)]. Hence, the discussion following Eq. (18) [see II.A (ii)] is valid in this case also.

3. Discussion and Conclusion

The present work includes an extensive discussion of the application of the first order perturbation theory for studying the mass effect on different molecular constants. Special emphasis is put on the mathematical and physical properties of various approximations. The success of the first order perturbation theory in studying the mass effect on molecular constants has already been demonstrated. Because of the widespread application of this approach and since no complete discussion both from the mathematical and the physical point of view has so far been reported, we feel that our present study would be of use to the reader in understanding the significance of the various approximations along with their limitations. This work is also intended to be an elaboration of our earlier works where only a limited set of approximate relations derived using the first approximation of the first order perturbation theory was considered; further the emphasis in our previous papers was more on the physical aspects of the numerical results, rather than on the mathematical properties of the solution.

Since, Eqs. (14) and (14) together constitute a new set of isotopic rules [the trace being derived from perturbation theory i.e. Eq. (14) and the product i.e. Eq. (15) being exact] we tried to estimate the utility of this approach in fixing the isotopic frequency shifts. The numerical values obtained in this way for a number of molecules (those cited in Ref. 8) are found to be in poor agreement with the experimental data. Hence we conclude that it is better to use the relation \[ [\Delta A A L^{-1}]_{ii} = [L^{-1} A L (L^{-1})^+]_{ii} \] for estimating the frequency shifts as suggested by Wilson et al. However, the isotopic rule for Coriolis coupling constants derived from perturbation theory [see Eq. (47)] is in reasonably good agreement with the experimental
values. As the validity of any approximation (e.g. \(\Delta L = 0\)) can be tested only numerically, one should be careful in using these approximations in general.

Finally we like to point out that the second approximation involving \(L^{-1} L^* = \text{diagonal}\) is more general than the usual one \(\Delta L = 0\). Further, this choice corresponds to a model of General Valence Force Field defined on the assumption that the \(\Delta A_{ij}\) calculated are extremal (and in particular minimal \(^{16}\)).
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* Note in proofs:

Some equations were changed, they must read now:

\[
\begin{align*}
\Delta \zeta &= [L^{-1} \Delta C (L^{-1})^*] - [d \zeta + \xi d - 2 \zeta]. \\
\Delta^{-1} \Delta L (E - \xi)^{-1} &= [L^{-1} \Delta K (L^{-1})^* + \Delta \zeta] + \ldots \\
\Delta^{-1} \Delta L &= [\Delta \zeta + (\xi d - d \zeta)] (E - \xi) = \ldots \\
\Delta \zeta &= (\Delta \xi (E - \xi) - (\xi d - d \xi) \\
&= (d^2 - E) (E - \xi) + (d \xi - \zeta d) \\
\Delta \xi_{ij} &= (\Delta \lambda_i / \lambda_i) (\delta_{ij} - \xi_{ij}) + \xi_{ij} (d_i - d_j) \\
\Delta \xi_{ij} &= (\Delta \lambda_i / \lambda_i) (1 - \xi_{ii}) = (d_i^2 - 1) (1 - \xi_{ii}) \\
\Delta \xi_{11} &= (d_1^2 - 1 - (1 - \xi_{11}) = (\Delta \lambda_i / \lambda_i) (1 - \xi_{11})
\end{align*}
\]

---