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The concentration in bottom layer diffusion experiments with non-ideal initial conditions is expressed as an infinite series, the first term of which represents the ideal distribution. It is shown that it is always possible to define the zero time in such a way that the approximation of the diffusion process to an ideal one is optimized.

Introduction

It is often impossible in diffusion experiments to arrange initial conditions that agree with the theoretical conditions imposed in solving the diffusion equation. Strictly speaking, the “ideal” conditions are not necessary, since the diffusion equation has a solution for any known initial distribution. For the one-dimensional case this solution is

$$c = 2\sqrt{\pi D t} \int_{-\infty}^{\infty} \frac{\omega(x, t) \cdot \exp\left(-\frac{(x-\xi)^2}{4 D t}\right) d\xi}{\omega(\xi, t)}, \quad (1)$$

where the concentration $c$ is expressed as a function of the time $t$ and the position coordinate $x$. $\omega(x, t)$ is the concentration distribution at $t = 0$, and the diffusion coefficient $D$ is assumed to be constant.

The present paper is concerned with plane source diffusion (or bottom layer diffusion) only, where the system is confined to the region $x \geq 0$, the plane $x = 0$ being impermeable. In this case Eq. (1) reduces to

$$c = 2\sqrt{\pi D t} \int_{-\infty}^{\infty} \frac{\omega(x, t) \cdot \exp\left(-\frac{x^2}{4 D t}\right) dx}{\omega(\xi, t)}, \quad (2)$$

where $\omega_0$ is the amount of diffusing substance per unit area. It is obviously impossible to attain the initial condition strictly in this case, since $c \to \infty$ as $x \to 0$, $t = 0$.

We will treat three cases:

I. A controlled addition of diffusing substance takes place at $x = 0$ during a finite time interval of length $\theta$. The solution of the diffusion equation is, for $t > t_0$,

$$c = \frac{t}{t - t_0} \int_{t_0}^{t} \frac{m(t - t_0) \cdot g(x, t - \tau) \, d\tau}{(t - \tau + \delta)}, \quad (3)$$

$m(t - t_0) \, d\tau$ is the source strength during the time interval $t_0 \leq \tau < \theta$, $t_0 \leq \tau + \delta$ (the term $-t_0$ in the argument of the function $m$ is introduced for convenience in what follows), and we have used the abbreviation

$$g(x, t) \equiv (\pi D t)^{-\frac{1}{2}x} \exp\left(-\frac{x^2}{4 D t}\right). \quad (4)$$

II. The arbitrary initial distribution $\omega(x, t)$ at a certain moment is determined empirically.

III. The initial distribution $\omega(x, t)$ cannot be determined with sufficient accuracy, but the diffusion process can be observed during a certain period of time.
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We expand this function in a Taylor series:
\[
g(x, t - \tau) = \sum_{n=0}^{\infty} \left( \frac{1}{n!} \frac{\partial^n}{\partial \tau^n} \right) g(x, t) .
\]

(5)

A sufficient condition for the integrand to be uniformly convergent for \( t > t_0 \), when expressed by this series, is that \( m(t) \) is bounded for all values of \( t \). This must be the case for experimental reasons. Integration term by term is therefore permissible:
\[
c = \sum_{n=0}^{\infty} \left( \frac{1}{n!} \frac{\partial^n}{\partial \tau^n} \right) g(x, t) \int_{t_0}^{t} m(\tau - t_0) (-\tau)^n d\tau .
\]

(6)

We have
\[
\int_{t_0}^{t} m(\tau - t_0) (-\tau)^n d\tau = \sum_{k=0}^{n} \left( \frac{1}{k!} \frac{\partial^k}{\partial \tau^k} \right) m(\tau) \tau^k d\tau .
\]

(7)

where we have defined
\[
a_k = (-1)^k \int_{t_0}^{t} m(\tau) \tau^k d\tau .
\]

(8)

\( a_0 \), defined in this way, has evidently the same meaning as above. The last member of Eq. (8) shows that all the parameters \( a_k > 0 \) if \( m > 0 \) for all values of \( t \).

It can be shown by mathematical induction that
\[
\left( \frac{\partial^n}{\partial \tau^n} \right) g(x, t) = g(x, t) \cdot P_n(\tau) / (2 t)^n ,
\]

(9)

where \( y \equiv x^2/2 D t \), and \( P_n \) is a polynomial of degree \( n \) \((P_0 = 1)\).

Using (7) and (9) in Eq. (6), we get
\[
c = g(x, t) \cdot \sum_{n=0}^{\infty} \left( \frac{1}{n!} \cdot P_n(\tau) / (2 t)^n \right) \cdot \sum_{k=0}^{n} \left( \left( \frac{1}{k!} \right) (-t_0)^{n-k} \cdot a_k \right).
\]

II. Description with Arbitrary Initial Concentration Distribution

According to the assumptions made above, all material is added at \( x = 0 \), and has to be transported to regions \( x > 0 \) solely by diffusion. A more general treatment is possible if the concentration distribution at the start of the diffusion run is described by a function \( \varphi(x) \). This distribution may be established in any way, such as by addition of material at \( x > 0 \) or by a transient convection process. The description above appears as a special case; we have at \( t = t_0 \):
\[
\varphi(x) = \lim_{t \to t_0} \int_{t_0}^{t} m(\tau - t_0) \cdot g(x, t - \tau) d\tau .
\]

(11)

With the conditions
\[
\frac{\partial c}{\partial x} = 0, \quad x = 0
\]

and
\[
c = \varphi(x), \quad x \geq 0, \quad t = t_0,
\]

where \( t_0 \) is a moment at or after the start of the undisturbed diffusion process, the concentration at time \( t > t_0 \) and position \( x \) may be derived from (1) by the method of images:
\[
c = \frac{1}{2} \int_{0}^{\infty} \varphi(\xi) \cdot [g(x - \xi, t - t_0) + g(x + \xi, t - t_0)] d\xi .
\]

(12)

We expand the integrand in two Taylor series:
\[
\left( \frac{\partial}{\partial x} \right) g(x \pm \xi, t - t_0) = \sum_{q=0}^{\infty} \left\{ [\varphi(\xi) / q!] \cdot \left( \pm \xi / \partial x - D \partial / \partial t \right)^q g(x, t) \right\} .
\]

(13)

The series converge absolutely and uniformly for \( t > t_0 \), provided that \( \varphi(x) \) is bounded for all values of \( x \); this must be the case for experimental reasons. \( g(x, t) \) is a solution of Fick's second law, and we can therefore substitute the operator \((\partial^2/\partial x^2)\) for \((\partial/\partial t)\) in Eq. (13). The absolute convergence makes possible a rearrangement of terms. The parenthesis of the integrand in Eq. (12) may thus be expressed as
\[
\sum_{q=0}^{\infty} \sum_{p=0}^{q} \left\{ [1 + (-1)^p] \cdot [p! (q - p)!]^{-1} \cdot \xi^p (-D t_0)^{q-p} \left( \frac{\partial}{\partial x} \right)^{q-p} g(x, t) \right\} .
\]

We see that terms with odd powers of \( p \) vanish so we can set \( p = 2k \). We also set \( q - k = n \), and utilize again the equality of the operators
\[
\left( \frac{\partial^2}{\partial x^2} \right) = (D^{-1} \partial / \partial t) .
\]

According to the uniform convergence, we may perform the integration term by term, and we get
\[
c = \sum_{n=0}^{\infty} \left( \frac{1}{n!} \frac{\partial^n}{\partial \tau^n} \right) g(x, t) \cdot \sum_{k=0}^{n} \left( \left( \frac{1}{k!} \right) (-t_0)^{n-k} \cdot \beta_k \right).
\]

(14)

where we have defined
\[
\beta_k = \left[ k! / (2k)! \right] \cdot \int_{0}^{\infty} \varphi(\xi) \left( \xi^2 / D \right)^k d\xi .
\]

(15)
Finally, with the aid of Eq. (9), we get the following general expression for the concentration:

\[ c = g(x, t) \cdot \sum_{n=0}^{\infty} \left( \frac{1}{n!} \cdot \frac{P_n(y)}{(2t)^n} \cdot \sum_{k=0}^{n} \left( \frac{t_0}{t} \right)^{n-k} \cdot \beta_k \right). \]

This equation is formally identical to Eq. (10), if we substitute \( \alpha_k \) for \( \beta_k \).

The following treatment is applicable to both case I and case II. For simplicity we neglect the distinction between \( \alpha_k \) and \( \beta_k \), it being understood that the definition (8) should be used for case I and (15) for case II.

We rewrite Eq. (10) in the following way:

\[ c = a_0 \cdot g(x, t) \cdot \sum_{n=0}^{\infty} \left[ K_n(t_0) \cdot \frac{P_n(y)}{(2t)^n} \right], \tag{16} \]

where

\[ K_n = \frac{1}{(z_0 n!)} \cdot \sum_{k=0}^{n} \left( \frac{t_0}{t} \right)^{n-k} z_k. \tag{17} \]

The series (16) is generally valid, irrespective of the choice of time scale. This characteristic will be utilized in section III. \( t_0 \), which specifies the moment when all diffusing material has been added (section I), or the moment when \( \varrho(x) \) was determined (section II), can be considered a parameter, and the coefficients \( K_n \) depend on this parameter. This means that their values are determined by the choice of time scale, and by a suitable choice we can impose a condition on them, such as to make a certain \( K_j \) a minimum.

We will now make such a specialization. It is often assumed à priori that the diffusion process in an experiment with non-ideal initial conditions can be described as an ideal one by introducing a "zero-time correction".\(^3\)\(^4\) Eq. (16) shows that this is meaningful in the case of bottom layer diffusion:

The first order approximation is

\[ c = a_0 \cdot g(x, t) \cdot \left[ 1 + \left( z_1/z_0 - t_0 \right) \cdot \frac{P_1(y)}{(2t)} \right]. \tag{18} \]

If we choose a new time scale \( t' \) so that

\[ t' = t - (t_0 - z_1/z_0), \tag{19} \]

we get

\[ t_0' = t_0 - (t_0 - z_1/z_0) = z_1/z_0, \tag{20} \]

and

\[ K_1(t_0') = (z_1/z_0 - t_0') = 0. \tag{21} \]

Eq. (18) reduces to

\[ c = a_0 \cdot g(x, t') \tag{22} \]

where correction terms of second and higher order are neglected. In the following we will call the time scale defined by (19) the "ideal" scale.

It can be shown that

\[ \frac{dK_{n+1}}{dt_0} = -K_n. \]

This implies that if \( t_0' = z_1/z_0 \) so that \( K_1 = 0 \), the next coefficient

\[ K_2(t_0') = t_0'^2/2 - t_0' z_1/z_0 + z_2/z_0 = z_2/z_0 - z_1^2/2 z_0^2 \tag{23} \]

will be a minimum. \(|K_2|\) may be a minimum or a relative maximum, but in practical cases this extreme value is in general such as to make the second order term negligible within short time (see examples below).

It is to be noted that \( t_0' \), defined by Eq. (20), is a constant, independent of \( x \) and \( t \). It seems intuitively plausible that a suitable definition of time scale should improve the approximation to the ideal equation also in the case of a plane boundary experiment\(^3\) (initial conditions: \( c = c_0, \ x < 0; \ c = 0, \ x > 0 \)). However, a well-defined \( t_0' \) can probably not be introduced as above (cf. Ref. 4).

Although equations (16) through (23), and the reasoning accompanying them, are applicable to both case I and case II, there is a fundamental difference between the two cases regarding their practical usefulness. The definition (19) of the "ideal" time scale can be used in case I, or more generally, the constants \( z_k \) may be computed from (8). In case II, however, the computation of \( z_k \) from (15) requires the knowledge of the diffusion coefficient, which is normally to be determined in an experiment. For this reason either a "trial and error" or an iteration process\(^3\) is required to find the "ideal" time scale for case II. The approach in Section III, however, is generally applicable, since it requires no explicit choice of time scale.

**Example I**

A concentrated solution is injected at constant rate at the bottom of a diffusion cell\(^2\), i.e. \( m(t-t_0) = m = \text{constant in Eq. (3).} \) By definition in Eq. (8) we have

\[ z_k = m \cdot \Theta^k/(k+1), \tag{24} \]

\(^3\) O. Bryngdahl, Acta Chem. Scand. 11, 1017 [1957].

whence
\[ a_0 = m \Theta, \quad a_1 = a_0 \Theta/2, \quad a_2 = a_0 \Theta^2/3. \quad (25) \]

The constants (25) are used for computing \( K_{2}(t'') \) from (23). When this coefficient is introduced in Eq. (16), we get the second order approximation
\[ c = a_0 g(x, t') \cdot [1 + \Theta^2 P_2(y')/96 t'^2], \quad (26) \]
where \( t' \) is the “ideal” time scale
\[ t' = t - t_0 + \Theta/2 \]
defined by (19),
\[ y' \equiv x^2/2 D t' \quad \text{and} \quad P_2(y') \equiv y'^2 - 6 y' + 3. \]

In the interval \( 0 \leq x \leq 3.5(D t')^{1/3} \), which should cover the range of interest in an experiment, (26) deviates less than one per cent from the ideal equation as \( t' \geq 2.5 \Theta \). With \( \Theta = 4 \) minutes as in Ref. 2, approximately 10 minutes from the middle of the interval of injection should be sufficient to attain this condition.

**Example II**

The following conditions
\[ c = c_0, \quad x \leq h \]
\[ c = 0, \quad x > h \]
give a well-known exact solution 1:
\[ c = (c_0/2) \cdot \left[ \text{erf} \frac{x+h}{2 D (t-t_0)^{1/3}} - \text{erf} \frac{x-h}{2 D (t-t_0)^{1/3}} \right]. \quad (27) \]

Here again we want to find the best approximation (22) to the ideal equation. The constants \( a_k \) of (16) and (17) are given by (15):
\[ a_k = [k!/(2k+1)!] \cdot c_0 (h^2/D)^k, \quad (28) \]
and the first three of them are:
\[ a_0 = c_0 h, \quad a_1 = (a_0/3!) \cdot (h^2/D), \quad a_2 = (2a_0/5!) \cdot (h^2/D)^2. \quad (29) \]
The second order approximation, with the “ideal” time scale
\[ t' = t - t_0 + h^2/6 D \quad (30) \]
defined by (19), is obtained by using (23) and (29) in (16):
\[ c = c_0 g(x, t') \cdot [1 - (h^2/D)^2 \cdot P_2(y')/720 t'^2]. \quad (31) \]
(31) deviates less than one percent from the ideal plane source solution in the interval
\[ 0 \leq x \leq 3.5(D t')^{1/3} \]
as \( t' \geq 9/h^2/D \).

With the “common” time scale
\[ t'' = t - t_0, \quad t_0'' = 0, \quad (32) \]
Eq. (16) gives the first order approximation
\[ c = c_0 \cdot g(x, t'') \cdot \left[ 1 + (h^2/D) \cdot P_1(y'')/12 t'' \right] \quad (33) \]
where \( P_1(y'') \equiv y'' - 1 \) and \( y'' \equiv x^2/(2 D t'') \).

This expression, which approximates the exact solution (27) in the time scale (32), requires \( t'' \geq 41 h^2/D \) in order to deviate less than one per cent in the interval \( 0 \leq x \leq 3.5(D t'')^{1/3} \).

For diffusion in liquids, the \( q(x) \) assumed here is of the most unfavorable form. For hydrodynamic reasons, \( q(x) \) cannot possibly be an increasing function of \( x \) at any point, and a decreasing function gives lower values of \( a_k \) than those given above. In practice it is therefore likely that the deviation from ideality is less than in this example for a given \( h \). In a solid, on the other hand, any \( q(x) \) is conceivable, but here it should be possible to control the initial distribution at will.

**III. Description when the Initial Distribution is Unknown**

The calculation of the constants \( a_k \) from (15) can be done only if we know the entire concentration distribution. This knowledge may be achieved by some optical methods, for instance, but very often the concentration or its derivative is recorded at a few points only. In such a case (with non-controlled addition of diffusing material) the parameter \( t_0 \) loses its experimental significance, and no special time scale can be associated with the diffusion process.

We can change the values of the constants \( K_n \) in Eq. (16) by changing the definition of time scale; and vice versa: by selecting a certain value for one of the constants, say \( K_{j+1} = 0 \), we tacitly define a special time scale
\[ t' = t - T, \quad (34) \]
where \( t \) is the experimental time and \( T \) is an unknown constant.

We set
\[ \sum_{n=0}^{\infty} K_n P_n/(2 t)^n = 0 \]
in Eq. (17). Sufficiently far from the start of the experiment, when the terms of order \( (j+2) \) and higher orders may be neglected in comparison with
that of order \((j + 1)\), this means essentially \(K_{j+1} = 0\),
and \(t'\) is thus a time scale for which this is true. In
order to solve \(D\), we need a set of \((j+2)\) of the
resulting equations (if \(z_0\) is assumed to be known):
\[
c = z_0 \cdot g(x, t' + T) \cdot \sum_{n=0}^{j} K_n P_n / [2(t' + T)]^n,
\]
where at least two different times must be used.

We may rewrite Eq. (35) in a more convenient
form:
\[
c = z_0 \cdot f(x, z) \cdot \sum_{n=0}^{j} L_n P_n / (2z)^n
\]
where
\[
z = D t' = D(t - T),
\]
\[
f(x, z) \equiv g(x, z/D),
\]
\[
L_n = K_n D^n,
\]
and
\[
P_n = P_n(x^2/2z).
\]

If a sufficient amount of data is available, we
may calculate \(z\) for a set of different times \(t\). When
the resulting \(z\)-values are plotted in a \(z\) versus \(t\) dia-
gram, we expect a straight line with slope \(D\) for
times where \(\sum_{n=j+2}^{\infty} L_n P_n / (2z)^n\) is negligible in com-
parison with \(L_j P_j / (2z)^j\), or to be exact: we expect
the \(z(t)\) curve to approach asymptotically the straight
line with slope \(D\) and intercept \(T\) on the time axis.

If we retain only the ideal term \([j=0\) in Eq.
\((36)\)], the intercept is the “ideal” starting time. For
the conditions in Example II, we get \(T = t_0 - h^2/6D\)
for this case. With \(j = 1\) we get two different lines
in this example since here \(K_2(t_0)\) has two real roots.

Summing up, we find that the approach in Sec-
tion III is generally valid for bottom layer diffu-
sion, while that described in Section I may be con-
venient in special cases. A choice of “ideal” time
scale by direct computation from \((19)\) for the case
in Section II is impossible in principle, but may be
done if an approximate value of \(D\) is available.
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