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On the basis of the results obtained in a previous paper it is shown that in the thermodynamic limit the analogues of the Massieu-Planck functions are linked with each other by means of the Legendre transformation. The existence of the limiting function \( q_k^{(\infty)} \) implies the existence of the limiting function \( q_k^{(\infty)} \) under the same assumptions. Passage to the limit and derivation with respect to all independent variables commute. A statistical derivation of the thermodynamic stability condition in its most general form is given which leads naturally to a statistical interpretation of the concept of thermodynamic stability.

For the microcanonical ensemble the first independent proof of a limit theorem has been given by Van der Linden\(^1\). The proof is based on the assumption that the potential of the intermolecular forces satisfies the conditions of “stability” and “strong tempering” (for the definition of these concepts which is not needed in what follows we refer to the literature\(^1\).\(^-\)\(^3\)). It is shown that this limit theorem generates analogous limit theorems for the canonical and the grand canonical ensembles and furthermore that these ensembles, at the thermodynamic limit, are thermodynamically equivalent. In a recent paper\(^4\) the method has been improved and generalized to cover all conceivable ensembles of statistical thermodynamics. Moreover, under the stronger assumption of twobody central forces satisfying an additional condition, Van der Linden\(^4\) has proved that, for the canonical ensemble, passage to the thermodynamic limit commutes with differentiation with respect to the volume.

Several questions, however, still remain open. First of all it is known\(^5\) that for the canonical and grand canonical ensembles limit theorems hold under the condition of “weak tempering”. It is hardly believable that limit theorems, for the remaining ensembles require stronger assumptions. Secondly the assumption of strong tempering enters explicitly into the proofs of the equivalence whereas, according to the earlier work of Mazur and Van der Linden\(^6\) and Fisher\(^5\) we are to expect that on the basis of the limit theorems the equivalence is merely an asymptotic property of the Laplace transformation. Similarly it seems rather improbable that commutability of passage to the limit and differentiation with respect to an extensive parameter (which is needed for a complete statistical foundation of thermodynamics\(^1\)) requires stronger assumptions than the limit theorem itself. Finally we note that in reality thermodynamics is always applied to finite systems. Therefore the limits of validity of thermodynamic concepts can be defined only if the asymptotic properties appear as leading terms of asymptotic expansions as yielded e.g. by the Darwin-Fowler method\(^2\) or by Khinchin’s method\(^7\).

In this paper we shall treat the equivalence problem and related questions without using explicitly assumptions about the intermolecular forces. In other words we shall show that these assumptions enter into the statistical foundation of thermodynamics only via a limit theorem while the thermodynamic formalism itself then follows from the asymptotic properties of the Laplace transformation whatever may be the assumptions made in the proof of the limit theorem. In doing this we shall use the generalisation of Khinchin’s method developed in a previous paper\(^8\) which will enable us to answer the aforementioned questions.
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In § 1 we treat the equivalence problem itself. § 2 is devoted to the study of the derivatives of the Massieu-Planck functions. Finally in § 3 we derive the general form of the thermodynamic stability conditions. It will be shown that the concept of thermodynamic stability is equivalent to a stipulation on fluctuations of extensive parameters.

As shown in paper I the method implies the use of smoothed quantities defined in § I 4. It will be shown in the last section that there is no loss of generality in doing this. For the sake of simplicity, therefore, we shall not introduce a special notation for the smoothed quantities. For the rest we shall use the notation of paper I.

1. Equivalence Problem

Thermodynamic equivalence of various ensembles means that the functions \( q_k \) defined by Eq. (1.1) and (1.11) are Legendre transforms from each other. This cannot be true in general since the corresponding partition functions are Laplace transforms from each other. Hence we prove the following

**Theorem 1**

a. Under assumption I 1 — I 3 the limit function \( q_k^{(\infty)} \) exists and is linked with \( q_l^{(\infty)} \) by means of the Legendre transformation

\[
q_k^{(\infty)} = q_l^{(\infty)} - \sum_{i=l+1}^{k} P_i \bar{x}_i, \quad (k > l)
\]

b. \( q_l^{(\infty)} \) is a continuous function of all \( \bar{x}_i \) the derivatives of which with respect to the \( \bar{x}_i \) exist almost everywhere.

c. For sufficiently large \( n \) we have

\[
q_l^{(n)} = q_k^{(n)} + \sum_{i=l+1}^{k} P_i \bar{x}_i + O(n^{-1} \ln^2 n).
\]

**Proof**

We start from Eq. (1.28) which for \( X = \bar{X} \) may be rewritten

\[
q_l^{(n)} = q_k^{(n)} + \sum_{i=l+1}^{k} P_i \bar{X}_i + \ln W^{(n)}[\bar{X}, P(\bar{X})].
\]

From (1.51) we have

\[
\ln W^{(n)}(\bar{X}) = -\frac{1}{2} \ln |B^{(n)}| + \ln [1 + O(n^{-1} \ln^2 n)] - \frac{k}{2} (k - l) \ln 2 \pi
\]

and from assumption I 3

\[
|B^{(n)}| = O(n^{k-l}).
\]

Thus

\[
\ln W^{(n)}(\bar{X}) = O(\ln n).
\]

From (3) and (6) Eq. (2) follows immediately.

Taking account of assumption I 1 we can pass to the limit \( n \to \infty \) which yields (1) and, at the same time, proves the existence of \( q_l^{(\infty)} \) under the assumptions underlying the limit theorem for \( q_k^{(\infty)} \).

Finally continuity and existence of the derivatives follow from the corresponding properties of \( q_k^{(\infty)} \) and the fact that, if we disregard phase transitions (assumption I 2) and jump discontinuities of the functions \( P_l(\bar{x}_i) \) (assumption I 3), we have a one-to-one correspondence between the vectors \( \bar{X} \) and \( P \).

2. Derivatives of the Function \( q_l \)

Let us now turn to the derivatives of \( q_l^{(\infty)} \) with respect to extensive as well as intensive parameters. It will be shown that, within the domain of regularity of \( q_k^{(\infty)} \) (assumption I 2), the first and second derivatives exist and that in the thermodynamic limit order of differentiation and passage to the limit may be interchanged. To do this we first prove

**Theorem 2**

For sufficiently large \( n \) the following relations hold

\[
\frac{\partial^2 \Phi_l^{(n)}}{\partial \bar{x}_i \partial \bar{x}_j} = \frac{\partial}{\partial P_i} - \frac{\partial^2 \Phi_k^{(n)}}{\partial P_i \partial P_j} + O(n^{-1}, i = 1, \ldots, l) \quad (9)
\]

\[
\frac{\partial \Phi_l^{(n)}}{\partial P_i} = \frac{\partial}{\partial P_i} \Phi_k^{(n)} + O(n^{-1}), \quad (i = 1, \ldots, l) \quad (10)
\]

**Proof**

We start again from Eq. (3) for the \( X = \bar{X} \) may be rewritten.

\[
\Phi_l^{(n)} = \Phi_k^{(n)} + \sum_{i=l+1}^{k} P_i \bar{X}_i + \ln W^{(n)}[\bar{X}, P(\bar{X})].
\]

Note that (8) is a matrix equation.
tain

\[ \frac{\partial \Phi_i^{(n)}}{\partial X_i} = P_i + \frac{\partial \ln W^{(n)}}{\partial X_i}. \]  

(11)

It follows

\[ \frac{\partial^2 \Phi_i^{(n)}}{\partial X_i \partial X_j} = P_i P_j + \frac{\partial^2 \ln W^{(n)}}{\partial X_i \partial X_j}. \]  

(12)

This may be rewritten

\[ \left[ \frac{\partial^2 \Phi_i^{(n)}}{\partial X_i \partial X_j} \right] = - \left[ \frac{\partial B_{ij}^{(n)}}{\partial P_i \partial P_j} \right] + \frac{\partial^2 \ln W^{(n)}}{\partial X_i \partial X_j} \]  

(13)

where properties of Jacobians have been used.

Now \( W^{(n)}(X) \) only depends on \( X \) through \( P \).

Therefore, using the principal axes representation \( \hat{P} \), we have

\[ \frac{\partial \ln W^{(n)}}{\partial \hat{P}_i} = \frac{\partial \ln W^{(n)}}{\partial X_i} \frac{\partial X_i}{\partial \hat{P}_i} \]

(14)

\[ + [1 + O(n^{-1} \ln^2 n)] \frac{\partial O(n^{-1} \ln^2 n)}{\partial \hat{P}_i} \frac{\partial X_i}{\partial \hat{P}_i} \]

From the properties of Jacobians we have

\[ \left[ \frac{\partial \hat{P}_m}{\partial X_i} \right] = \left[ \frac{\partial^2 \Phi_{ij}^{(n)}}{\partial \hat{P}_m} \right] \left[ \begin{array}{c} \frac{\partial \hat{X}_m}{\partial X_i} \\ \frac{\partial \hat{X}_m}{\partial X_j} \end{array} \right]. \]  

(15)

The tensor components \( \frac{\partial \hat{X}_m}{\partial X_i} \) represent a rotation in the \( \hat{X} \)-space. Thus

\[ \left| \frac{\partial \hat{X}_m}{\partial X_i} \right| \leq 1 \]  

(16)

Taking account of assumption I2 we then have

\[ \frac{\partial \hat{P}_m}{\partial X_i} = O(n^{-1}). \]  

(17)

In addition we find

\[ \frac{\partial B_{ij}^{(n)}}{\partial \hat{P}_m} = O(n^{-1}). \]  

(18)

Finally we have (in the symbolic notation already used above)

\[ \sum_{m=l+1}^{k} \frac{\partial O(n^{-1} \ln^2 n)}{\partial \hat{P}_m} \frac{\partial \hat{P}_m}{\partial X_i} = O(n^{-2} \ln^2 n). \]  

(19)

Here we have used (17). From Eqs. (5) and (14) to (18) we obtain

\[ \frac{\partial \ln W^{(n)}}{\partial X_i} = O(n^{-1}). \]  

(20)

In an analogous way we can show that

\[ \frac{\partial^2 \ln W^{(n)}}{\partial X_i \partial X_j} = O(n^{-2}). \]  

(21)

Equation (7) follows from (11) and (20), whereas (8) is obtained from (13) and (21). We can derive Eqs. (9) and (10) in an analogous way. This completes the proof of theorem 2.

Now we are ready to study the passage to the limit \( n \rightarrow \infty \).

**Theorem 3**

a. Within the domain of regularity of \( \varphi_i^{(n)} \), differentiation of \( \varphi_i^{(\infty)} \) with respect to extensive parameters \( \tilde{x}_i \) \( (i = l+1, \ldots, k) \) and passage to the limit commute.

b. Within the domain of regularity of \( \varphi_i^{(\infty)} \), differentiation of \( \varphi_i^{(\infty)} \) with respect to intensive parameters \( P_i \) \( (i = 1, \ldots, l) \) and passage to the limit commute.

**Proof**

Since according to (1)

\[ \frac{\partial \varphi_i^{(\infty)}}{\partial \tilde{x}_i} = P_i \]  

(22)

it follows from Eq. (7) that

\[ \lim_{n \rightarrow \infty} \frac{\partial \varphi_i^{(n)}}{\partial \tilde{x}_i} = \frac{\partial \varphi_i^{(\infty)}}{\partial \tilde{x}_i} = \frac{\partial \varphi_i^{(\infty)}}{\partial \tilde{x}_i} \lim \varphi_i^{(n)}. \]  

(23)

Making use of assumption I2 and Eq. (1), it follows from Eq. (8)

\[ \lim_{n \rightarrow \infty} \left[ \frac{\partial^2 \varphi_i^{(n)}}{\partial \tilde{x}_i \partial \tilde{x}_j} \right] = - \left[ \frac{\partial^2 \varphi_i^{(\infty)}}{\partial P_i \partial P_j} \right] \]  

(24)

and thus

\[ \lim_{n \rightarrow \infty} \frac{\partial^2 \varphi_i^{(n)}}{\partial \tilde{x}_i \partial \tilde{x}_j} = \frac{\partial^2 \varphi_i^{(\infty)}}{\partial P_i \partial P_j} = \frac{\partial^2 \varphi_i^{(\infty)}}{\partial P_i \partial P_j} \lim \varphi_i^{(n)}. \]  

(25)

Correspondingly we have from (1)

\[ \frac{\partial \varphi_i^{(\infty)}}{\partial P_i} = - \tilde{x}_i. \]  

(26)

Hence we obtain from (9)

\[ \lim_{n \rightarrow \infty} \frac{\partial \varphi_i^{(n)}}{\partial P_i} = \frac{\partial \varphi_i^{(\infty)}}{\partial P_i} = \frac{\partial \varphi_i^{(\infty)}}{\partial P_i} \lim \varphi_i^{(n)}. \]  

(27)

Vector components in the principal axes representation will be denoted by \( \wedge \).
Finally we have
\[ \lim_{n \to \infty} \frac{\partial^2 \varphi_k^{(n)}}{\partial P_i \partial P_j} = \frac{\partial^2 \varphi_k^{(\infty)}}{\partial P_i \partial P_j} = - \frac{\partial X_j}{\partial P_i} \] (28)
yielding
\[ \lim_{n \to \infty} \frac{\partial^2 \varphi_k^{(n)}}{\partial P_i \partial P_j} = \frac{\partial^2 \varphi_k^{(\infty)}}{\partial P_i \partial P_j} \lim_{n \to \infty} \varphi_k^{(n)}. \] (29)
which completes the proof of theorem 3.

If the existence of \( \varphi_k^{(\infty)} \) as a piecewise continuous function is taken for granted, some alternative proofs can be given. Equation (27) can be proved by using a theorem on Laplace transforms12,13, whereas the proof of Eq. (27) may be based on a theorem due to Griffiths14,15.

### 3. Stability Conditions

It is well-known from classical thermodynamics16 that for a system of \( \sigma \) components there exist \( \sigma + 1 \) independent stability conditions. These may be expressed either in terms of an arbitrarily chosen thermodynamic potential (Massieu-Planck function) or alternatively in terms of the set of \( \sigma + 1 \) thermodynamic potentials (Massieu-Planck functions). Certain stability conditions are easily obtained in connection with theorems on the existence of Massieu-Planck functions. It is obvious, however, that this procedure does not lead to the complete and general form first given by Schottky, Ulrich and Wagner17. Moreover, no attempt has been made so far to elucidate on this basis the statistical meaning of the concept of thermodynamic stability. Both problems have been treated already by Münster18, who used the generalized Gibbs method. In the following we shall derive some results with the aid of a more rigorous method based on our previous results.

In terms of an arbitrarily chosen Massieu-Planck function \( \varphi_k \) the thermodynamic stability conditions may be written
\[ [\partial^2 \varphi_k(P_1, \ldots, P_k)]_{x_j} > 0, \quad (j > k) \] (30)
\[ [\partial^2 \varphi_k(x_{k+1}, \ldots, x_{l-1})]_{P_i, x_j} < 0, \quad (i < k) \] (31)
where \( \partial^2 \) is the second order virtual displacement.

We first recall that the diagonal elements of the dispersion tensor \( B \) defined by (1.52) are positive for all coordinate representations, from which it follows directly that \( B \) has a positive definite quadratic form2. Then the same must be true for the reciprocal tensor \( B^{-1} \). If we now pass to the thermodynamic limit, it follows immediately using assumption I 3, that
\[ \frac{\partial^2 \varphi_k^{(\infty)}}{\partial P_i \partial P_j} : \Delta P \Delta P > 0 \] (32)
in agreement with (30). This inequality holds for any value of \( k \). To derive (31) we use Eq. (8). Since we want to obtain the complete set of stability conditions, i.e. the condition complementary to (32), we have to identify in the left hand member of (8) with \( k \) in our present notation, whereas in the right hand member of (8) the index \( l \) with \( k \) in our present notation.

We still have to deal with the question of how the macroscopic concept of thermodynamic stability is to be understood in the framework of statistical theory. This question is answered by the fact that the tensor \( B \) determines the fluctuations of the extensive parameters, in particular the variances and covariances. We note first of all that the positive definite character of \( B \) is a necessary condition for the existence of the variances. Let us now consider the variances and covariances of the relative fluctuations \( \dot{X}_i \), defined by the equation
\[ \dot{X}_i = (X_i - \bar{X}_i) / \bar{X}_i. \] (34)
From fluctuation theory19,2 we know that for sufficiently large \( n \) we have
\[ [\dot{X}_i \dot{X}_j]^{(n)} = \left[ \frac{1}{\bar{X}_i} \left( \frac{1}{\bar{X}_j} \frac{\partial \bar{X}_j}{\partial P_i} \right)^{(n)} \right] = [O(n^{-1})]_{ij} \] (35)
provided that \( \bar{X}_j^{-1} \frac{\partial \bar{X}_j}{\partial P_i} \) are bounded above. Since we can replace \( \bar{X}_j \) by \( X_j \) in the investigation.
of the asymptotic behaviour, the condition can be sharpened by stating that (35) holds in every $P$-interval in which $\mathcal{P}_{\delta}^\infty/\mathcal{P}_i \mathcal{P}_j$ converges uniformly to the limit $\mathcal{P}_{\delta}^\infty/\mathcal{P}_i \mathcal{P}_j$. According to assumption I 2 this happens in every $P$-interval which contains no phase transition point. This first implies that the tensor $\mathcal{P}_{\delta}^\infty/\mathcal{P}_i \mathcal{x}$ is positive definite for any value of $k$, so that the stability condition (32) is fulfilled. Then by the same argument as used above it follows that the tensor $\mathcal{P}_{\delta}^\infty/\mathcal{x} \mathcal{x}$ must be negative definite, so that the stability condition (33) is fulfilled. It is important to note that this conclusion depends explicitly on the validity of (35). Thermodynamic stability is therefore equivalent to the statistical statement that the second relative central moments of the extensive parameters vanish at the thermodynamic limit as $\Omega(X_i^{-1})$. It can be shown that for the especially important case of the fluctuations of numbers of particles the above formulation is in turn equivalent to the statement that no long range correlation exists between the local density fluctuations. We have thus demonstrated that the "local perturbations" occurring in the thermodynamic definition of stability are identical with statistical fluctuations and that the thermodynamic stability conditions are identical with conditions for the statistical fluctuations.

4. Discussion

We now briefly comment upon our method and results. First, introducing again the index $s$ for the smoothed quantities, we formulate

**Theorem 4**

a. $q_{x_k}^{(n)} - q_{x_k}^{(n)}$ for all $n$. (36)

b. If $q_{x_k}^{(n)}(x) \equiv \lim_{n \to \infty} q_{x_k}^{(n)}(x)$ exists as a piece-wise continuous function with $q_{x_k}^{(n)} \leq A \left| x \right| + B$, $(A, B > 0)$, then

$$\lim_{n \to \infty} q_{x_k}^{(n)} = \lim_{n \to \infty} q_{x_k}^{(n)}$$

almost everywhere. (37)

Assertion a. is easily proved by taking the Fourier transform of (1.29) and using the convolution theorem. The proof of assertion b. is given in the appendix. From theorems I 2 and 4 it appears that the smoothing procedure is simply a systematic development of the old idea that in the foundation of thermodynamics certain features of a truly molecular theory which cannot be detected by any macroscopic measurement may be disregarded. We are not concerned with the question whether a more detailed approach is possible. In this context, however, we recall that the current treatments of the asymptotic problem (e.g. ref. 1, 3-5) for functions, defined originally only on a countable set, a smoothing process is used by introducing a linear interpolation. One may still ask if a more refined approach could possibly lead to results different from ours. This question is answered by theorems I 2, 1 and 4. There are two possibilities. If the “refined approach” yields results which are consistent with thermodynamics then these results cannot be distinguished from ours by any conceivable macroscopic measurement.

In the other case we must conclude that a smoothing process (but not necessarily the method of paper I) is a necessary step in foundation of thermodynamics.

On the basis of assumptions I 1-1 3 we have proved that the thermodynamic equivalence of various ensembles doesn’t depend any more on assumptions about the intermolecular forces but is merely an asymptotic property of the Laplace transformation. In particular it follows from theorem 1 that for the microcanonical ensemble a limit theorem holds under the assumption of weak tempering. Similarly, by combining Fisher’s limit theorem for the grand canonical ensemble with theorem 1 we can derive a limit theorem for the sequence of functions $q_{x_k}^{(n)}(E/V, \mu)$ under the conditions of stability and weak tempering. The exclusion of phase transition points (assumption I 2) doesn’t impair the general validity of Eq. (1) since according to assumption I 1 $q_{x_k}^{(n)}$ is a continuous function of $P$.

If at the thermodynamic limit a segment of the real $P$-axis would merely consist of transition points of arbitrary orders, then our argument would break down for this segment. By means of macroscopic experiment, however, transitions can be detected only up to low finite order (third or perhaps fourth) which form at most a countable set. Hence the concept of transitions of arbitrary orders has no physical meaning within a theory of macroscopic properties and should be disregarded although we have not tried to eliminate it formally.

Finally, we have shown that derivation of a limit function $q_{x_k}^{(n)}$ with respect to intensive or extensive parameters and passage to the limit commute under the assumption underlying the limit theorem for $q_{x_k}^{(n)}$.\[\text{E. Still, K. Haubold, and A. Münster}\]
Appendix

Proof of theorem 4 b

Consider the \((k - l)\)-dimensional sphere

\[
A(d, x) = \{x' \mid x - x' \leq d\}
\]

(38)

for some given value of \(d\). Let us put

\[
j^{(n)} = g^{(n)} - P \cdot x
\]

(39)

and write

\[
J^{(n)}(x) = \frac{1}{n} \ln \int_{x \geq d} \exp \{n j^{(n)}(x')\} \times
\]

(40)

\[
\times S^{(n)}(x - x') = \frac{1}{n} \ln \left[ J_A \left( 1 + \frac{J_{C \setminus A}}{J_A} \right) \right]
\]

(41)

with \(J_{C \setminus A} = \int_{x \geq d} \exp \{n j^{(n)}(x')\} \times \)

\(S^{(n)}(x - x')\) respectively, \(C \setminus A\) being the complement of \(A\) in \(x\)-space. Making use of the inequality (in \(m\)-dimensional space)

\[
\int \exp\{-x \cdot x\} \, dx = \int_{|x| \geq d} \int_{0}^{\infty} \int_{0}^{\infty} q^{m-1} e^{-q} d q
\]

\[= \frac{1}{2} s_m \int_{0}^{1} \frac{t^{m-1}}{d^2} e^{-t} \, dt\]

\[
\leq \frac{1}{2} s_m \int_{0}^{1} \frac{n^2}{(m-1)!} d^{m-1} \, dt
\]

\[
\leq \frac{1}{2} s_m \int_{0}^{1} \frac{n^2}{(m-1)!} d^{m-1}
\]

\[
\leq \frac{1}{2} s_m \int_{0}^{1} d^{m-1}
\]

\[
\leq \frac{1}{2} s_m \int_{0}^{1} d^{m-1}
\]

\[
\leq \frac{1}{2} s_m \int_{0}^{1} d^{m-1}
\]

\[
\leq \frac{1}{2} s_m \int_{0}^{1} d^{m-1}
\]

where \(j_{C \setminus A}^{(n)}\) is the maximum of \(j^{(n)}\) in \(C \setminus A\). On the other hand, we have

\[
J_{C \setminus A} \geq \exp \{n j_{C \setminus A}^{(n)}\} \varepsilon^{(n)}
\]

(43)

where \(j_{C \setminus A}^{(n)}\) is the minimum of \(j^{(n)}\) in \(A\) and

\[
\varepsilon^{(n)} = \int_{d} S^{(n)}(x - x') \, dx' \to 1\]  

(44)

From (43) and (44) it follows

\[
J_{C \setminus A} \leq A P^{(k-l-1)}(d^2) \exp \left\{ - \frac{n^2 d^2}{\ln^2 n} \right\}
\]

\[\cdot \exp \{n (j_{C \setminus A}^{(n)} - j_{C \setminus A}^{(n)})\}.
\]

Thus \(J_{C \setminus A}/J_{A}\) is a bounded function whence

\[
\frac{1}{n} \ln \left( 1 + \frac{J_{C \setminus A}}{J_{A}} \right) \to 0.
\]

(45)

From (44) and similar arguments for the upper bound we have

\[
j_{C \setminus A}^{(n)} + \frac{1}{n} \ln \varepsilon^{(n)} \leq \frac{1}{n} \ln J_{C \setminus A} \leq j_{C \setminus A}^{(n)} + \frac{1}{n} \ln \varepsilon^{(n)}
\]

(46)

and thus

\[
j_{C \setminus A}^{(n)} \leq j_{C \setminus A}^{(n)}(x) \leq j_{C \setminus A}^{(n)}.
\]

(47)

Consider now a point of continuity of \(f^{(n)}(x)\) and take \(A\) small enough that \(f^{(n)}(x)\) is continuous in \(A\). Then

\[
f^{(n)}(x) = f^{(n)}(x)
\]

(48)

because if

\[
f^{(n)}(x) = f^{(n)}(x') \quad \text{with} \quad x \neq x'
\]

(49)

we could choose an interval \(A\) such that \(x' \notin A\) which contradicts (49). This proves assertion b.