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The discrepancies between the observed and the calculated ground state energies of P and S+ impurities in silicon are discussed on the basis of a cavity model which roughly accounts for the spatial dependence of the inverse dielectric function in the vicinity of the impurity. Applying simple effective mass theory (without reference to the Kohn-Luttinger semi-empirical correction method), it is shown that the model yields energy levels (and also the wave function at the P donor nucleus) in fair agreement with the experiments, if the effective cavity radius \( r_0 \) is assumed to resemble the Wigner-Seitz radius \( r_s \) rather than the nearest neighbour distance \( r_d \) of the Si host lattice.

The result depends critically on the assumption that the effective mass \( m^* \) related to the bottom of the conduction band, may be used even for levels as deep as S+. Application of the cavity model in connection with the free electron mass \( m_0 \), gives rise to an almost zero cavity radius which appears to be inconsistent with various estimates yielding \( r_s \sim r_0 \leq r_d \). It is concluded that the effective mass theory rather than a free electron mass equation will be the appropriate starting point for a more refined treatment of the S+ spectrum and that of related defects.

The paper contains a discussion of various relevant aspects of the problem as well as a review of some different attempts to account for the discrepancies.

It is well known that the ground state of group V impurities\(^1\) in Si and Ge is not in agreement with the prediction of simple effective mass theory\(^2\). A thorough study has been performed recently by Appel\(^3\) who considers four corrections to the effective mass formalism; namely the deviation of the total perturbing potential \( U \) from the potential \( U_0 = -e^2/\varepsilon r \) (\( \varepsilon = \) static dielectric constant of the host crystal), and three relativistic effects. He finds that the potential correction which lowers the effective mass binding energy and causes the valley-orbit splitting, is the dominant one, at least for donor states in Si. We therefore neglect relativistic effects in this paper and restrict ourselves to Si as host crystal.

Experiments show a splitting of the ground state into two levels, in the case of group V donors\(^1\). Theoretically, the effective mass ground state is degenerate\(^2\). If one applies first order perturbation theory the splitting depends on the off-diagonal elements of the potential correction \( U - U_0 \) between unperturbed states. Since, however, the anisotropic contributions to \( U \) are not known, we shall disregard the splitting and restrict our study to the energy shift. Consequently, we shall consider only that part of \( U - U_0 \) which is spherically symmetrical.

The present investigation is based on the assumption that for both P donors and S+ impurities in Si the main contribution to the binding energy shift is caused by the breakdown of the dielectric shielding in the vicinity of the impurity\(^2\). For group V donors other than P individual impurity corrections are not negligible\(^2, 4\). In the case of S+ the orbits of the extra electron are more concentrated to the impurity core region than for the shallow donors of group V elements. But similar to the P donor, individual impurity corrections are of minor importance. In particular, the situation becomes quite analogous to the P donor if the sulfur impurities are assumed to occupy substitutional rather than interstitial lattice sites\(^5\). On the other hand, there is a difficulty connected with the deeper levels such as S+; namely that the effective mass treatment is less reliable.

---

1 For a review of recent measurements see J. H. Reuszer and P. Fizier, Phys. Rev. 135, A 1125 [1964].
In the absence of a detailed quantitative knowledge of the dielectric polarization effects in the vicinity of the impurity atom, we are forced to introduce further simplifications. A model potential is adopted in Sec. 1 which roughly accounts for the absence of polarization effects in the central cell region, and which contains only a single somewhat arbitrary parameter, the cavity radius $r_0$. Sec. 2 is concerned with a qualitative discussion of how this model can be properly incorporated into the formalism of effective mass theory. Since it was felt that a perturbative or a simple variational approach might be inadequate, the resulting Schrödinger equation was solved exactly for a certain range of $r_0$. The resulting ionization energy, based on an isotropic effective mass, is shown in Sec. 3. In Sec. 4 the ground state envelope function in the cavity region is considered in detail, and the somewhat cumbersome normalization procedure simplified by the exact solution of a certain integral over confluent hypergeometric functions. A discussion of the results and of the main assumptions is given in Sec. 5, including an estimate of the magnitude of $r_0$ from comparison with experiments. The $r_0$-dependence of the binding energy and of the wave function at the lattice site of substitution is compared with the results of different approaches.

1. The Potential

The Hamiltonian for the extra donor electron in the presence of an isolated impurity atom is given by

$$ H = -\frac{\hbar^2}{2m_0} \nabla^2 + V(r) + U(r), \quad (1) $$

where $V(r)$ is the potential energy of the electron in the effective periodic potential of the undisturbed crystal, and $U(r)$ the total perturbing potential. $m_0$ is the free electron mass.

If one neglects the effect of local strain introduced by the impurity, and the effects of lattice vibrations, there remain two corrections to the potential $U_0(r)$:

1. Polarization effects due to a breakdown of the concept of macroscopic dielectric shielding in the vicinity of the impurity;

2. The deviation due to the self-consistent potential of the impurity ion in the central cell region.

The correction (1) consists of two effects: (a) a local dielectric anisotropy (involving dielectric tensors of order higher than two) which gives rise to non-spherical contributions. Thus on expanding the total potential in terms of cubic harmonics,$^3$

$$ U(r) = f(r) + g(r) \frac{xyz}{r^3} + h(r) \frac{x^2+y^2+z^2-3r^2}{r^4} + \ldots, \quad (2) $$

one expects the functions $g(r)$, $h(r)$ to be non-vanishing in the vicinity of the impurity. In fact, for simple cubic lattices where $g(r)$ vanishes under the point group of the lattice site of substitution because of inversion symmetry], contributions to $h(r)$ occur for distances $r \leq 3d$ ($d$ = lattice constant). We may tentatively assume that the effect on $g(r)$ and $h(r)$ for the more complex diamond lattice will be of the same order, and neglect all these anisotropy terms. – (b) a local breakdown of the radial dielectric lattice shielding. This effect has been estimated to be smaller than (a): it occurs in the region

$$ r \leq \frac{1}{3} d. \quad (3) $$

The correction (1b) is difficult to obtain since it involves rather lengthy many body calculations. For the case of a Si host crystal, numerical results of PENN were interpolated analytically by AZUMA and SHINDÔ and slightly adjusted by the author to
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give, in terms of an inverse spatial dielectric function, $e^{-1}(r)$:

$$
e^{-1}(r) = \begin{cases} e^{-\alpha r} + A^* (1 - e^{-\beta^* r}), & r < r_1, \\ \kappa^{-1}, & r > r_1, \end{cases}$$

$\alpha = 0.663 a_0^{-1}$, $\beta^* = 8.895 a_0^{-1}$, $\gamma^* = 0.0302 a_0^{-1}$, $A^* = 0.0745$, $B^* = 0.0110$,

$r_1 = 7.127 a_0$, $\kappa = (A^* + B^*)^{-1} = 11.7$.

The adjustment introduced by the author, consists in cutting that part which would destroy the monotony of the potential (4) 20. The region of dielectric breakdown is then found to be consistent with the estimate (3) 21. Very recently a more rigorous calculation of the wave-number-dependent dielectric function for Si has been performed by NARA 22 on the basis of the detailed band structure. The results are in good agreement with those obtained by PENN and interpolated by AZUMA and SHINDÔ, hence the above picture remains unchanged.

For the sake of mathematical convenience a further simplification is introduced. We adopt a rough procedure which partly neglects the continuous distribution of the electronic polarization cloud by setting

$$f(r) = \begin{cases} u(r) + (1/\kappa - 1) u(r_0), & r < r_0, \\ u(r)/\kappa, & r > r_0, \end{cases}$$

where $u(r)$ is the unshielded or "bare" potential 17, and $r_0$ the effective radius of a cavity cut out of an otherwise dielectric continuum 6. In the case of a P donor in Si, one may substitute for $u(r)$ the potential

$$u_0(r) = -e^2/r$$

as the crudest approximation. The choice of (5) combined with (6) permits a rigorous approach to the solution of the corresponding eigenvalue problem (Sec. 3). There is, of course, no strict physical justification to $r_0$, the effective cavity radius being more or less a phenomenological parameter. However, the model potential (5), (6) may be understood as an approximation to the (averaged, isotropic) field produced by a point dipol model of a cubic lattice which is thought of being polarized under the influence of a point charge $+e$ situated at the lattice site of substitution 7. This argument leads to a cavity radius of

$$r_0 \leq V^3 d/4 = r_0.$$  

(7)

In eq. (7), the in equality sign accounts for the finite range of the polarization clouds produced by the nearest neighbour Si atoms which, of course, cannot be described adequately by strict point dipoles. The radius $r_0$ is the nearest neighbour distance in the diamond lattice. Its numerical value for Si is $4.44 a_0 = 2.35 \, \text{Å}$.

A separation of the polarization effects (1) from the rest of the total perturbing potential $U$ is, of course, not possible in a strict sense; for an accurate self-consistent treatment would reveal that both the corrections (1) and (2) are mixed in a rather complex way. In the central cell region, however, one may visualize the correction (2) to be determined separately. This can be accomplished by starting the self-consistent calculation from inside, i.e. if one includes the contributions of the impurity ion under the influence of the four surrounding Si atoms only. The polarizing influence from outside (i.e. from the region of shielding) is then manifest in the constant term of (5 a) 12. Hence the concept of an unshielded or "bare" potential as employed in eq. (5) seems meaningful, and a separation of the effects (1) and (2) thereby possible. Roughly speaking, the bare region should be the central cell region where the shielding mechanism is not effective except that it produces the constant term. This is because the most polarization charge clouds are concentrated around the nearest neighbour atoms with only a small overlap into the impurity core region. Hence

$$r_0 \geq r_s$$

(8)

where $r_s$, the radius of the Wigner–Seitz sphere, has the value $3.18 a_0 = 1.68 \, \text{Å}$. Eq. (8) is consistent with an estimate of the effective cavity radius as derived 4 from the many body result (4); namely

$$r_0 = 3.55 a_0$$

($a_0 = \text{Bohr radius} = 5.29 \cdot 10^{-9} \, \text{cm}$). It must be emphasized that the relations (7) and (8) are relevant only for substitutional impurities.

The constant term in eq. (5 a) arises from a surface charge which can be visualized as causing the shielding effect of the lattice. This term appears automatically if one requires the continuity of the

20 Cf. the remark on the monotony of the spatial dielectric function in Ref. 19.

21 For a graphic representation of the results of Ref. 19 and of eq. (4) see Ref. 4, where $e$ is identical with $r_0$.

potential at \( r = r_0 \) in accordance with Maxwell's theory. One may go a step further and absorb into the surface charge those (continuous) charge contributions which act as to make \( u(r)/\kappa \) different from \( u_0(r)/\kappa \) in the outer region \( r > r_0 \). As the result one obtains the following modification of (5):

\[
f(r) = \begin{cases} 
    u(r) + u_0(r_0)/\kappa - u(r_0), & r < r_0, \\
    u_0(r)/\kappa, & r > r_0.
\end{cases}
\]

(9a)

(9b)

The cavity model described by (9) will be used as a starting point for what follows. The choice (9) is more convenient than (5), since it allows for a systematic discussion of further simplifications known from actual impurity calculations.

To keep individual impurity corrections to the electronic structure of the silicon crystal as small as possible, only substitutional impurities whose core and valence electron number equals that of Si are taken into consideration. Hence the atomic number \( Z_d \) of a donor of ionization degree \( Z - 1 \) is related to the atomic number \( Z_S \) of Si by

\[
Z_D = Z_S + (Z - 1) + 1 = Z_S + Z.
\]

(10)

(We consider impurities with a single extra donor electron only.) For \( Z = 1, 2 \) these are the P and S+ donors, respectively.

The deviation correction (2) in the "bare" region is given by the difference of the self-consistent potential of the impurity ion and the effective periodic potential \( \nu(r) \). Near the impurity nucleus these resemble the potential of a free donor ion, \( \nu_{D/Z+}(r) \), and that of a free semiconductor host atom, \( \nu_S(r) \), respectively. Therefore, following Csavinszky, one may roughly assume that

\[
u(r) = \nu_{D/Z+}(r) - \nu_S(r)
\]

(11)

holds for \( r < r_0 \). Eq. (11), with \( \nu(r) \) averaged over the angles, can be rewritten as

\[
u(r) = \nu_{D/Z+}(r) - \left( \nu_S(r) - \frac{Ze^2}{r} \right) - \frac{Ze^2}{r},
\]

(12)

where \( \nu_S(r) - Ze^2/r = \nu_{D/Z+}(r) \) can be visualized as the potential energy of an artificially introduced "ion" with no interaction between the nuclear excess charge \( +Ze \) and the Si-type electron cloud. Both the true and the fictitious ion have equal nuclear charge and similar core and valence electron structure. It is this lack of interaction which leads to a non-zero contribution of the ion difference potential

\[
\Delta(r) = \nu_{D/Z+}(r) - \nu_{D/Z+}(r).
\]

(13)

On combining (2), (9), (12) and (13) and making all the approximations described above, one obtains

\[
u(r) = \begin{cases} 
    -Ze^2/r + \Delta(r) - \left( 1/\kappa - 1 \right) Ze^2/r_0 - \Delta(r_0), & r < r_0, \\
    -Ze^2/\kappa r, & r > r_0.
\end{cases}
\]

(14a)

(14b)

For a further simplification of the model potential (14) one may proceed in either of two ways. Csavinszky discards the \( r \)-independent surface terms of (14) right from the beginning and treats the rest of the potential by first order perturbation theory. In this way his total perturbing potential becomes a step function at \( r = r_0 \),

\[
u(r) = \begin{cases} 
    \nu_{D/Z+}(r) - \nu_S(r) = -Ze^2/r + \Delta(r), & r < r_0, \\
    -Ze^2/\kappa r, & r > r_0.
\end{cases}
\]

(15a)

(15b)

which is then divided in the zero order (slowly varying) term \( -Ze^2/\kappa r \), and the remaining strong perturbation being localized in the cavity region. The potentials \( \nu_{D/Z+}(r) \) (corresponding to \( Z = 1 \)) and \( \nu_S(r) \) in (15) were approximately determined by a Thomas–Fermi approach. From the numerical results of Csavinszky's work it is seen that the energy correction which he finally obtains, does not explain the discrepancy between the observed and the effective mass ground state energy for a P donor.

\]

\[24 \text{ The constant } \nu_0 \text{ in Ref. 23, eq. (5 a) is due to the Thomas–Fermi approach of the ion core potential, and must not be identified with the surface term in the above eq. (14).}
\]

\[V_0 \text{ of Ref. 23 cannot be employed to make } \nu(r) \text{ of the present eq. (15) continuous at } r = r_0.
\]

\[25 \text{ There appears to be an inconsistency in the perturbation treatment. According to eqs. (11), (12) of Ref. 23 the first order perturbation term should be a difference potential, i.e. the subsequent eq. (13) should read } -\eta(r) + e^2/\kappa r.
\]
In fact, his correction turns out too small by one order of magnitude (—1.5 eV as compared with —16 meV) if the cavity radius is taken \( r_0 = r_0/2 \). Furthermore the energy shift is claimed to be very insensitive to any small increase beyond the \( r_0 \) value used. Even if such a conclusion might be doubtful because of a breakdown of perturbation theory in a possible range of rapid change, a more refined approach should include the repulsive effect which would be due to an incorporation of the Pauli principle.

Csavinszky has pointed out the difficulty which consists in carrying over the effect of an appropriate core orthogonalization into the effective mass treatment which he needs as a starting point for the perturbation approach. Furthermore, he argues that in a first order perturbation calculation this problem does not arise because the (effective mass) zero order wave function cannot be changed by any orthogonalization since that would amount to changing the unperturbed problem. The situation looks quite different, however, if one thinks of the orthogonalization as being accounted for by an appropriate pseudo-potential (i.e., dropping the ion core and valence correction at all. The potential energy then reads (16b) if the cavity radius is taken \( r_0 = r_0/2 \)).

Contrary to (15) one now obtains a continuous function at \( r = r_0 \). But in using (16), care must be taken that the spectrum of the core and valence states can be eliminated from the treatment of the impurity levels; for a potential like (16) certainly cannot account for the deep lying states of the host crystal. Such a separation is automatically performed by carrying the Hamiltonian (1) over in the effective mass formalism (Sec. 2).

Perhaps a more precise way to drop \( \Delta(r) \) would be (i) to substitute for it an appropriate pseudo-potential \( A_{ps}(r) \), (ii) to transform into effective mass theory, and (iii) to discard the pseudo-potential difference term \( A_{ps}(r) \) as a whole. Since the pseudo-potential can be assumed to be a slowly varying function, its appearance in the resulting effective mass Hamiltonian can be easier justified than would be possible with \( \Delta(r) \) itself. And since \( A_{ps}(r) \) exhibits a cancellation effect, its dropping will be less critical than a dropping of \( \Delta(r) \) would be.

In comparing the simplifications which lead to either (15) or (16), it is felt that the second kind, namely the dropping of the ion core and valence correction \( \Delta(r) \) is at least qualitatively justifiable in terms of the pseudo-potential concept, while it is difficult to see how the abrupt behaviour of the potential (15) could be made plausible on the atomic scale. Therefore it is the model according to (16) that will be employed throughout the rest of this paper.

Finally we mention a third kind of approximation which consists in discarding at the same time both, terms with \( \Delta(r) \) and the surface terms in eq. (14), thus leading to

\[
U(r) = \begin{cases} 
-Ze^2/r, & r < r_0, \\
-Ze^2/\kappa r, & r > r_0.
\end{cases}
\]

The Schrödinger equation corresponding to (17) was studied by Breitenecker and Sexl using perturbation theory, the WKB method, and a variational treatment with hydrogenic trial functions. In the opinion of the present author, however, the model (17) should be disregarded because of its crudeness. Apart from the physical reasons that speak
against the use of (17), nothing is gained from a pure mathematical point of view if, in an effort to solve the corresponding bound state problem, the constant surface terms in (14) are dropped.

2. Effective Mass Treatment

For shallow levels such as P in Si, the success of the effective mass (EM) theory has been demonstrated on many occasions. In its usual form, the basic potential employed in the formal development of the theory and in the major part of its applications, is \( U_0 = -e^2/\kappa r \). The present potential \( U(r) \) of eq. (16), however, is more rapidly varying, in the vicinity of the impurity nucleus, by a factor 12. Moreover, for deeper levels such as \( S^+ \), the electron cloud as a whole is much more concentrated to the central cell region. Therefore it is doubtful whether the following corrections to the effective mass formalism are still negligible:

(A) the admixture of Bloch functions from higher bands into the impurity wave function caused by the strong potential \( U \) near the impurity ion; and

(B) possible effects which may be equivalent to a partial replacement of the effective mass \( m^* \) by the vacuum electronic mass \( m_0 \), preferably in the central cell region.

Concerning (A) the situation is rather fortunate in the case of Si crystals. Recently, Appel has pointed out that the admixture for shallow donors in Ge is much larger than for shallow donors in Si. For deeper impurity states (\( Z = 2 \)) the work of Ludwig seems to indicate that other bands yield an important contribution to the impurity wave function. On the other hand, one-dimensional model calculations of Breitenecker, Sexl, and Thirring (abbreviated BST in the following) have given strong evidence to the view held by the present author, that the effective mass theory is a fairly good approximation even for strong potentials, especially if one is only concerned with the determination of the energy levels. The results of BST show that it is quite reasonable to use the effective mass equation in all space, i.e. not to exclude regions with strongly varying potential as was done in the semi-empirical correction method of Kohn and Luttinger. In the present case, with \( U(r) \) strongly varying near the origin, one may thus start to a first approximation by applying boundary conditions at \( r = \infty \) and \( r = 0 \). It is encouraging that the corrections stemming from the replacement of \( E(k) \) by \( k^2/2m^* \), for the example of a deep level embedded in an one-dimensional periodic delta functions potential, are not more than 20 per cent. A second result obtained by BST is already implicit in the perturbative approach of Shinohara; namely the replacement of the rapidly varying (say, one-dimensional) potential \( U(\xi) \) by a modulated potential

\[
U_{\text{mod}}(\xi) = U(\xi) |\varphi_0(\xi)|^2, \quad (18)
\]

where \( \varphi_0(\xi) \) denotes the Bloch function at the bottom of the conduction band. On Fourier-analyzing \( |\varphi_0|^2 \), one obtains from the normalization of the Bloch wave,

\[
|\varphi_0(\xi)|^2 = 1 + \sum_{n=-\infty}^{\infty} c_n \exp \left\{ -\frac{2\pi \nu}{d} \xi \right\}, \quad c_n = c_{-n}, \quad (19)
\]

and consequently,

\[
U_{\text{mod}}(\xi) = U(\xi) + \text{oscillating terms}, \quad (20)
\]

i.e. \( U \) appears as the zero term of the modulated potential. Again all the higher terms except the leading \( U \) will be discarded in the following.

So far no thorough theoretical basis has been established for possible corrections according to (B). In actual impurity calculations, however, such a procedure was employed in several ways. Reiss and Kaus used the potential (16) for a determination of the ionization energy of hydrogen interstitial impurities in Si and Ge. Reiss solved a simple "vacuum" Schrödinger equation with the effective mass \( m^* \) replaced by \( m_0 \), the vacuum electron mass, in all space while Brooks and Fletcher as well as

30 See Ref. 4, Sec. 2.
31 Eq. (18) holds for a single conduction band minimum. For the impurity ground state of a Si host crystal, the three-dimensional result corresponding to several equivalent minima, is to a lowest approximation

\[
U_{\text{mod}}(r) = U(r) \cdot (1/4 \pi N) \int \sum_{i=1}^{N} |\varphi_i(r)|^2 \, d\Omega, \quad (18 \ a)
\]

where \( \varphi_i(r) \) is the Bloch wave at the conduction band minimum with wave vector \( \mathbf{k}_i \). N = 6 denotes the number of equivalent minima, and the integration is over the solid angle \( \Omega \) (unpublished calculations by the author). On expanding (18 a) in analogy with (20), a knowledge of the Bloch waves is needed to evaluate the correction terms to \( U \). Approximately, the \( \varphi_i(r) \) can be calculated by the pseudo-potential method (cf. Ref. 22).

Kaus employed a vacuum Schrödinger equation with \( m = m_0 \) inside of a cavity centered around the impurity ion, and an effective mass equation with \( m = m^* \), outside. The interior wave function was then matched to the exterior at the matching radius \( r_m \) of the cavity. In evaluating the matching condition Kaus introduces a further approximation in that the neglects the contribution of the Bloch function to the logarithmic derivative at \( r = r_m \).

Formally, the treatment of Reiss appears as a special case of the more general ansatz of Brooks and Fletcher, and of Kaus, namely letting \( r_m \to \infty \). Kaus identifies \( r_m \) with the formerly introduced cavity radius \( r_0 \) of eq. (16) though the points out that such an identification is only a convenience in the computation. The simple effective mass theory is obtained back in the limit \( r_m \to 0 \).

The question arises whether such a combined procedure of matching a vacuum and an effective mass wave function, can be easily justified. As to the work of Reiss, it served for establishing a purely qualitative feature; namely to explain the absence of ionization in the case of hydrogen interstitials in silicon and germanium crystals. Here an explanation requires only a very rough estimate in the order of magnitude of the ionization energy, for which a distinction between \( m_0 \) and \( m^* \) is quite irrelevant. More recently, Glodeanu has claimed that for rather deep impurity levels in Ge and Si the appropriate choice of the electron mass is \( m = m_0 \). Using the simple hydrogen-like model with the potential \( U_0 \) for one-electron states and the corresponding helium-like model with

\[
U_0(r_1, r_2) = -2 e^2/x r_1 - 2 e^2/x r_2 + e^2/x |r_1 - r_2|
\]

for two-electron states, he was able to account for the impurity levels of S and \( S^* \) in silicon crystals in excellent agreement with experiment. To the author's opinion, however, the striking success is less convincing than it may seem on first sight.

At present, both the pure vacuum and the combined EM-vacuum treatment are open to criticism from a more conceptual point of view. For example, it was pointed out by Kohn that because of the Pauli principle the impurity wave function must be a linear combination of Bloch waves from the conduction band. This condition is not fulfilled a priori if the vacuum Schrödinger equation is incorporated in the treatment of the impurity levels. To avoid such an inconsistency and at the same time bearing in mind that the validity of the effective mass equation goes fairly beyond the range for which it has been rigorously established, it seems promising to assume \( m = m^* \) in all space, i.e. to employ simple effective mass theory even for deep levels. Our assumption will be confirmed by the results of the numerical calculations (see Sec. 5). This is also in accordance with the present motivation to keep the number of adjustable parameters as small as possible. It is obvious that the matching radius \( r_m \) would be such a parameter if one should allow for present work, with \( r_0 = r_d \). The large discrepancy for \( S^* \) in Si can be removed by an alternative choice of the cavity radius; namely \( r_0 \geq r_s \) (see Sec. 5).

The coincidence of Glodeanu's values with the observations is less striking for two reasons. Firstly, his results are based on the "hydrogenic" assumption that \(-Z e^2/x r \) [or (21), respectively] is the potential all the way to the origin. This corresponds to a vanishing cavity radius \( r_0 \) in (16). But a natural assumption would be to choose \( r_0 \) of the order of \( r_s \) [cf. eq. (8)]. Hence Glodeanu's coincidence is in fact a weak point, because it does not allow for a finite cavity radius. Its occurrence might perhaps be accidental. — Secondly, the experimental value of 370 meV for the ionization energy of the \( S^* \) donor electron is no longer generally accepted but was recently assigned to sulfur pairs. Kraitz and Paul obtained an energy level at \(-520 \) meV below the conduction band thereby making the agreement with Glodeanu's result less satisfactory. The cavity radius that would fit this value, though being finite, is still far too small to be physically reasonable (see the discussion, Sec. 5).

See Footnote 17 of Ref. 5.

L. C. Kraitz and W. Paul, to be published.

See p. 681 of Ref. 5.
the above kind of "vacuum mass admixture" in the EM treatment. From the Hamiltonian (1) one arrives in the usual way at the EM equation

\[
- \frac{\hbar^2}{2 m^*} \nabla^2 - \frac{Ze^2}{r} - \left( \frac{1}{\kappa} - 1 \right) \frac{Ze^2}{r_0} - E \right] F_1(r) = 0, \\
\quad r < r_0,
\]

\[
- \frac{\hbar^2}{2 m^*} \nabla^2 - \frac{Ze^2}{\kappa r} - E \right] F_2(r) = 0, \\
\quad r > r_0,
\]

with the total perturbing model potential taken from (16). The value of the scalar effective mass \( m^* \) is obtained by the energy criterion 12, 42.

3. Ground State Energy

Since the effective cavity radius is not precisely fixed it is convenient to calculate the ionization energy of the donor electron as a function of \( r_0 \) in the range \( 0 \leq r_0 \leq r_0^* \); the radius \( r_0 \) can then be determined by fitting the observed energy value. The ground state of an electron with effective mass \( m^* \) moving in the potential (16) has been calculated by solving eq. (22) exactly in terms of confluent hypergeometric functions, for the shallow case \( Z = 1.8, 41 \). The following values were taken for the effective mass ratio \( m^*/m_0 = \mu \) and the static dielectric constant 8:

\[
\mu = 0.293; \quad \kappa = 11.7 . \tag{23}
\]

The resulting ionization energy is shown in Fig. 1 and is expected to be correct to an order of 1 per cent.

On the other hand Kaus 12 seems to have been the first who obtained a solution of a Schrödinger equation of type (22) by numerical computation (see Appendix II of his paper). In fact what he really did was not to treat (22) directly but to solve for the corresponding equation with \( m^* \) replaced by the vacuum mass \( m_0 \) (lower curve of Fig. 10, Ref. 12). The upper curve 12 related to \( m = m^* \) was then obtained by a scaling process. His result should by comparable with the exact solution of the author except for a discrepancy stemming from the slightly different parameter values,

\[
\mu = 0.31; \quad \kappa = 12, \tag{24}
\]

employed in the paper of Kaus. Unfortunately, an error has slipped into the scaling procedure of Kaus so that his upper curve is misleading 44. The correct scaling is as follows. From the exact solution 8 it is known that for \( Z = 1, \mu = 1 \) the \( r_0 \)-dependence of the ground state energy can be described in dimensionless quantities \( \tilde{r}, \tilde{C} \) as a function of \( \tilde{r} = \tilde{r}(C) \), where

\[
\begin{align*}
\text{Fig. 1. Ionization energy as a function of the effective cavity radius for donors of nuclear excess charge } +Ze \ (Z=1,2) \ \text{in silicon} \quad & \kappa = 11.7 . . . 12. \text{ Free electron mass: } \mu = 1. \text{ Effective mass of the lowest conduction band minimum: } \mu = 0.293 \ \text{to} \ 0.31. \text{ The basic curves are due to Kaus} \ 12, 44 \ \text{and to Müller} . \ 8. \text{ The curves for } Z = 2 \ \text{are obtained by scaling.}
\end{align*}
\]

42 Cf. Footnote 48 of Ref. 5.
43 The energy is obtained by matching the logarithmic deriva- tives of the interior and the exterior envelope functions. It was shown by the author that the former can be approximately determined without explicit reference to the energy parameter 5. The evaluation of the latter which was found to be rather involved, can be simplified in the case of the ground state by calculating the logarithmic derivative from the simple asymptotic expression (31) of the exterior func-

44 P. E. Kaus, private communication. The author is indebted to Dr. Kurt Weiser of the IBM Corporation for drawing his attention to the work of Ref. 12.
In this section we perform the calculation of the EM ground state for $Z=1$, i.e. for the P donor electron, in silicon. The exact ground state envelope function is constructed from two confluent hypergeometric functions; namely

\[
F_1(x) = N_1 \frac{n}{2x} M_{r_0/2} \left( \frac{2x}{n} \right), \quad x < x_0, \quad (27a)
\]

\[
F_2(x) = N_2 \frac{n}{2x} W_{n/2} \left( \frac{2x}{n} \right), \quad x > x_0 \quad (27b)
\]

where

\[
x = r/a^*, \quad x_0 = r_0/a^* = C/2,
\]

\[
a^* = \frac{\hbar^2 x/m^* Z e^2}{a/Z} = a/Z \mu, \quad \nu = \pi n/A,
\]

\[
A = \left[ 1 + \frac{4 n^2 (\pi - 1)}{C} \right]^{1/2}.
\]

$n$ is the generalized quantum number defined by $\eta = 1/n^2$ in eq. (25). The constants $N_1, N_2$ are determined by the requirement of continuity at $x = x_0$, and by normalization over all space:

\[
F_1(x_0) = F_2(x_0), \quad 4 \pi \int_0^\infty z^2 F^2(z) \, dz = 1. \quad (28)
\]

Hence

\[
N_1 = \frac{2 x_0}{n} \frac{F_2(x_0)}{M_{r_0/2}(A \cdot 2 x_0/n)}. \quad (29)
\]

The value of the envelope function at the lattice site of substitution is

\[
F_1(0) = A N_1. \quad (30)
\]

Thus an evaluation of (30) requires a knowledge of both the Whittaker functions $W_{n/2}(2x_0/n)$ and $M_{r_0/2}(A \cdot 2 x_0/n)$. For convenience of the computation certain approximations will be introduced whose accuracy was tested; the errors were found not to exceed the order of 1 per cent if $r_0$ runs in the range of Fig. 1.

In the case of the exterior function $W_{n/2}(q)$, the use of the asymptotic expression for $1 - n \ll 1, 2 x/n \ll 1$ leads to the approximation

\[
F_2(x_0) \approx N_2 e^{-x_0/n} \left( 1 - \frac{1}{2 x_0} \log(2 x_0) + 1 \right). \quad (31)
\]

46 Notations are due to H. BECHHOFF, Die konfluente hypergeometrische Funktion, Springer, Berlin 1957.

47 For $Z=2$ the range of the validity of the various approximations lies already outside the interval which is of physical interest, so that eqs. (37), (38) are no longer applicable.
The interior function may be approximated by use of the relation

\[ x_0 \, M_{\ell, -1/2}(x_0) = (\frac{1}{2}x_0^{\ell+1/2}) \]

(32)

where

\[ Z_L = (1 + x F'(x)/F(x)) x = x_0 \]

(33)

\[ \tau = \frac{x + \xi x_0}{1 + \xi}, \quad \xi = \frac{1}{x_0} \left( 1 - Z_L - \frac{2}{x_0} \right) \left( 1 - Z_L - \frac{2}{x_0} \right) \exp \left\{ \frac{1}{\tau} x_0 \right\} \]

(34)

and this is exactly what is needed in (30).

There remains the determination of the normalization constant \( N_a \). An exact computation according to (27) would be a formidable task. It can be estimated, however, that the contribution of the interior Whittaker function is readily obtained if one carries out the limit \( x \to 0 \) in the relation (32),

\[ \frac{1}{x_0} \left( 1 - Z_L - \frac{2}{x_0} \right) \exp \left\{ \frac{1}{\tau} x_0 \right\} \]

(35)

Fortunately, the evaluation of (35) can be performed in closed form as is shown in the Appendix. Making use of eq. (47) one finally arrives at

\[ 1/N_a^2 = \pi n^3 \frac{n^2 + (1 - n)^2}{(2 - n)^2 \Gamma(2 - n)} \]

(36)

The resulting \( F_1(x) \) may be compared with the hydrogenic envelope function of simple effective mass theory, \( \{ F_1(x) \} x = 0 \), by calculating the ratio

\[ Q_l(x) = F_1(x)/\{ F_1(x) \} x = 0 \approx m_1 + m_2 \exp \left\{ - (\tau - 1) x \right\}, \]

(37)

where the values of the constants \( m_1 \) and \( m_2 \) are obtained by combining (27), (29), and (32).

For a comparison with the experiment only the case of a P donor \( (Z = 1) \) is considered since it is expected that for the much more concentrated S' donor wave function the neglected individual impurity corrections (Sec. 1) play a significant role. In Fig. 2 the ratio \( Q_l(x) \) is plotted for a cavity radius \( r_0 = 3.55 a_0 \) (Sec. 1), and values of \( \mu \) and \( \kappa \) according to (23). It is seen that \( Q_l \) varies quite rapidly over the central cell region (increasing by a factor 2).

Our result throws some light on the treatment of BST who start with the same potential (16) but employ a variational trial function of the hydrogen type with the Bohr radius \( a a_0 \) as variation parameter. Performing the calculation of these authors for the above values of \( r_0, \kappa, \mu, \) one arrives at \( \alpha = 33.2 \) for the energy minimum while the value that corresponds to the hydrogenic case of zero cavity radius, is \( \alpha = a^3 / a_0 = 39.9 \). In fact, a plot of both the hydrogen-like ratios for \( r_0 = 0 \) and (the

The expression on the right hand side of (32) has the following properties; 1. it is exact for \( x = x_0 \) and has the exact derivative at this point; 2. in the limit \( x \to 0 \) it becomes asymptotically exact for \( 0 \leq x \leq x_0 \) thereby approaching the behaviour of the hydrogenic wave function corresponding to \( U_0 \); 3. for \( x \to \infty \) it also becomes asymptotically exact, again resembling hydrogenic behaviour, provided \( \tau \) is replaced by

\[ \tau' = \frac{1}{x_0} \left( 1 + x_0 \right) \frac{2 x_0 + x_0^2}{x_0 - 1} \]

(38)

the limit of \( \tau' \) is \( \tau = \mu \), corresponding to a potential \( U_0 \) with \( \mu \) replaced by 1. \( \tau' \) is adjusted to make (32) correct at \( x = x_0 \) up to the second derivative. \( \tau \) is obtained from \( \tau' \) by

\[ [\Gamma(2 - n)]^2 \]

(39)

48 The expression on the right hand side of (32) has the following properties; 1. it is exact for \( x = x_0 \) and has the exact derivative at this point; 2. in the limit \( x \to 0 \) it becomes asymptotically exact for \( 0 \leq x \leq x_0 \) thereby approaching the behaviour of the hydrogenic wave function corresponding to \( U_0 \); 3. for \( x \to \infty \) it also becomes asymptotically exact, again resembling hydrogenic behaviour, provided \( \tau \) is replaced by

\[ \tau' = \frac{1}{x_0} \left( 1 + x_0 \right) \frac{2 x_0 + x_0^2}{x_0 - 1} \]

(32 a)

the limit of \( \tau' \) is \( \tau = \mu \), corresponding to a potential \( U_0 \) with \( \mu \) replaced by 1. \( \tau' \) is adjusted to make (32) correct at \( x = x_0 \) up to the second derivative. \( \tau \) is obtained from \( \tau' \) by

\[ \tau = \frac{x + \xi x_0}{1 + \xi}, \quad \xi = \frac{1}{x_0} \left( 1 - Z_L - \frac{2}{x_0} \right) \left( 1 - Z_L - \frac{2}{x_0} \right) \exp \left\{ \frac{1}{\tau} x_0 \right\} \]

(34)

and this is exactly what is needed in (30).

49 Cf. Footnote 50 of Ref. 7.

50 Eq. (29) of Ref. 13 is in error and must read identical with eq. (16) of the present paper.
Fig. 2. Ratio $Q_i(z)$ of ground state envelope functions of the P donor in silicon. Comparison of the exact with the hydrogen-like variational result at $r_0 = 3.55 \ a_0$ (interior region). According to the definition, $Q_i(z) = 1$ at $r_0 = 0$. $a$ denotes the Bohr radius in units of $a_0$. The potential energy is due to eq. (16). The variational one) for $r_0 = 3.55 \ a_0$ shows that they nearly coincide and are far from resembling the ratio (37) calculated with the exact envelope function of the cavity model (16) (Fig. 2). The same can be seen from a comparison of the absolute radial envelope function in Fig. 3. We therefore infer that such a simple variational procedure is quite inadequate. Obviously, the hydrogen-like trial function is not flexible enough to allow for the strong local deformation of the electron cloud under the influence of the unshielded central cell impurity potential (16a).

From a knowledge of the envelope function at $r = 0$ one arrives in the usual way \footnote{This still holds if one is only concerned with the order of magnitude; cf. Sec. 5, Table 1.} at the square of the wave function, $|\Psi'(0)|^2$, by multiplying $F_i^2(0)$ with the factor $6 \eta = 6 \cdot (186 \pm 18)$. It is interesting to compare the result with the observed value as is done in Sec. 5.

Fig. 3. Absolute radial envelope function of the P donor in Si. Comparison of the exact with the hydrogen-like variational result at $r_0 = 3.55 \ a_0$ (interior region). Numerical values: $m_1 = 1.89213; m_2 = 4.13504; \xi = 0.68; \bar{r} = 17.486; N_a = 1.3615 \sqrt{\pi}; F_a(r_0)/N_a = 1.9184; Q_i(0) = 6.0272; Q_i(r_0 = 3.0108) = 7.5.

5. Discussion

In the preceding Sections the ground state of the Schrödinger equation with the model impurity potential (16) has been calculated exactly for $Z = 1, 2$, the parameters related to Si ($\kappa = 11.7$ and $\mu = 0.29$ $m_0$ and slightly deviating values; see Fig. 1), and the effective cavity radius $r_0$ varying from 0 to $4 \ a_0$. The underlying assumptions were the following:

(a) the (scalar) effective mass $m^*$ can be used in all space;
(b) the EM equation is fairly valid in all space, i.e. boundary conditions are employed at both $r = \infty$ and $r = 0$, to determine the ground state of the donor electron;
(c) for impurities occupying substitutional lattice sites, $r_0$ should be bounded, at least in order of magnitude, by $3.2 \ a_0 \leq r_0 \leq 4.5 \ a_0$ [eqs. (7), (8)] while the radius of interstitial impurities is known to be $r_0 \approx 2.5 \ a_0$. 

5. Discussion

In the preceding Sections the ground state of the Schrödinger equation with the model impurity potential (16) has been calculated exactly for $Z = 1, 2$, the parameters related to Si ($\kappa = 11.7$ and $\mu = 0.29$ $m_0$ and slightly deviating values; see Fig. 1), and the effective cavity radius $r_0$ varying from 0 to $4 \ a_0$. The underlying assumptions were the following:

(a) the (scalar) effective mass $m^*$ can be used in all space;
(b) the EM equation is fairly valid in all space, i.e. boundary conditions are employed at both $r = \infty$ and $r = 0$, to determine the ground state of the donor electron;
(c) for impurities occupying substitutional lattice sites, $r_0$ should be bounded, at least in order of magnitude, by $3.2 \ a_0 \leq r_0 \leq 4.5 \ a_0$ [eqs. (7), (8)] while the radius of interstitial impurities is known to be $r_0 \approx 2.5 \ a_0$. 

We are now ready to test these assumptions by comparison with the experiment. The experimental ionization energy of a P donor in Si is 45 meV while the corresponding value for a S' impurity may be assumed to be 520 meV\(^{38}\). Hence we are concerned with both a shallow and a deep level. While P is substitutional there appears to be no definite evidence that sulfur impurities in Si occupy substitutional rather than interstitial sites\(^5\).

By inspection of the \(r_0\)-dependence of the theoretical ground state energies of these impurities in Fig. 1, it is seen that the effective cavity radii fitting the observed values are \(r_0=3.8a_0\) (Kaus: 4.0 \(a_0\)) and 2.6 \(a_0\), respectively, provided the choice \(m=m^*\) is made. Theoretically, for impurities which all occupy substitutional lattice sites there should be only a small spread in the corresponding cavity radii owing to the fact that the cavity is not a function of the impurity but rather of the host crystal\(^33\). Hence, the discrepancy between the P and the S' radii being rather significant and the value of 2.6 \(a_0\) resembling the interstitial radius, this slightly supports the view that S' might be in an interstitial position. However, one certainly overestimates the cavity model if one tries to identify the position of occupancy from the experimentally adjusted radii. On the other hand, for sulfur impurities assumed to be substitutional, the effective cavity radius resembles the Wigner-Seitz radius rather than the nearest neighbour distance and, bearing in mind eq. (8) one may tentatively assume

\[
r_0 \approx r_s.
\]

The existence of a discrepancy between the P and S' radii would then reveal the limitations of the cavity model in Fig. 1 a cavity yielding \(r_0=3.8a_0\) (Kaus: 4.0 \(a_0\)) and 2.6 \(a_0\), respectively, provided the choice \(m=m^*\) is made. Theoretically, for impurities which all occupy substitutional lattice sites there should be only a small spread in the corresponding cavity radii owing to the fact that the cavity is not a function of the impurity but rather of the host crystal\(^33\). Hence, the discrepancy between the P and the S' radii being rather significant and the value of 2.6 \(a_0\) resembling the interstitial radius, this slightly supports the view that S' might be in an interstitial position. However, one certainly overestimates the cavity model if one tries to identify the position of occupancy from the experimentally adjusted radii. On the other hand, for sulfur impurities assumed to be substitutional, the effective cavity radius resembles the Wigner-Seitz radius rather than the nearest neighbour distance and, bearing in mind eq. (8) one may tentatively assume

\[
r_0 \approx r_s.
\]

The existence of a discrepancy between the P and S' radii would then reveal the limitations of the cavity model and may be also due to the admixture of Bloch functions from bands other than the lowest conduction band, as suggested by Ham in the case of S'\(^5\). We conclude that in either case (substitutional or interstitial) the fitting values obtained on choosing \(m=m^*\) are fairly consistent with assumption (\(\gamma\)).

Assuming next \(m=m_0\) through all space according to Gloeau\(^\text{10}\), one obtains from Fig. 1 a cavity as small as \(r_0 \approx 0.6a_0\) for the S' defect. On replacing the 520 meV by the alternative level of 370 meV\(^{38}\) yields even a smaller cavity; in fact according to Fig. 1 the cavity turns out to be zero thereby verifying the striking agreement with the simple hydrogenic model employed by Gloeau. It becomes thus obvious that this model is inconsistent with our assumption (\(\gamma\)), whether the sulfur impurity may be substitutional or not.

There remains the case of a vacuum mass admixture (Sec. 2) to an otherwise effective mass treatment\(^11,12,32\) to be investigated. Here the conclusion is less stringent. For such a treatment would shift the fitted cavity radii to values smaller\(^34\) than in the pure EM case, and hence the S' defect would probably violate the lower bound estimate of assumption (\(\gamma\)) at substitutional but not necessarily at interstitial occupancy. It follows that the relevancy of this treatment cannot be excluded from experimental grounds, as far as deeper levels are concerned.

Thus our main conclusion in the case of the S' impurity is that assumption (\(\gamma\)) remains consistent with the experiment even if certain modifications should be introduced with respect to (\(\alpha\)) and (\(\beta\)). It is expected, however, that these modifications do not alter the tendency of the first two assumptions completely. For example, the coupling with higher bands calls for an extension of the simple EM treatment that is still far from resembling a vacuum mass procedure [cf. assumption (\(\alpha\))] while the unrestricted\(^55\) validity of the modified EM equation (\(s\)) probably could be preserved by the inclusion of the modulated potential correction\(^13\) [cf. assumption (\(\beta\))].

We now turn to the P donor. By comparing the model potential (16) with the approximate many body potential (4), an estimate was performed in a previous note\(^4\) yielding \(r_0 \approx 3.55a_0=1.88\) Å. This would be consistent with our specification (39) for substitutional S'. On the other hand it contradicts a suggestion of BST\(^13\) according to which \(r_0 \approx r_0\) (cf. also the conclusion of Ref.\(^56\)). Apart from this alternative specification of the cavity radius the work of BST rests on the above three assumptions (with P being substitutional and Z = 1) and hence

---

\(^{55}\) "Unrestricted" in the sense of assumption (\(\beta\)) of Sec. 5.

---

For interstitial impurities this was pointed out by Kaus\(^12\).

\(^{54}\) The ground state ionization energy will be a monotonously increasing function of the matching radius \(r_m\) introduced in Sec. 2. Hence an increase of \(r_m\) from zero to a finite value can only by compensated by a decrease of the effective cavity radius \(r_0\).

---

\(^{52}\) M. Breitenrecker and R. Saxl, Technical Note Nr. 2, Project Nr. 1098-10 (1961), Institute for Theoretical Physics, University of Vienna, Austria.
can be directly compared with the present calculations. Since the BST suggestion leads to a variationally calculated ionization energy, \(-E_0\), and electron probability, \(|\Psi(0)|^2\), which are in fair agreement with the observations, on first sight an inconsistency between assumption (\(\beta\)) and a specification as opposite to BST's as (39) might be expected. At this point, however, one has to bear in mind the lack of flexibility in the BST trial function (Sec. 4). It has been a primary motivation of the present work to improve on this somewhat unsatisfactory situation by checking the BST variational envelope function with an exact calculation. In Table 1 the results are compared for two effective cavity radii; namely the BST value \(r_0 = r_d = 4.44 \, a_0\), and the above cited \(r_0 = 3.55 \, a_0\) of the author's estimate.

Let us first consider the ionization energy. For \(r_0 = r_d\) there is a significant shift of the energy level (from \(-50 \, \text{meV}\) to \(-72 \, \text{meV}\)) which destroys the fair agreement of the BST result with the observations (\(-45 \, \text{meV}\)). In the case of the smaller radius \(r_0 = 3.55 \, a_0\), however, the agreement is approximately restored if one now refers to the exact solution (\(-40 \, \text{meV}\)). (The BST result corresponding to \(3.55 \, a_0\) was not calculated because from its variational property of being an upper bound to the exact solution (\(-50 \, \text{meV}\)) this is not so. This follows from the fact that both \(|E_0|\) and \(|\Psi(0)|^2\) are monotonously increasing functions of \(r_0\) which for a special radius, namely \(r_0 = 3.55 \, a_0\), satisfy the inequalities

\[
|E_0| < |E_0^{\text{Exp}}| \quad \text{and} \quad |\Psi|^2 > |\Psi^{\text{Exp}}|^2.
\]

This again, of course, demonstrates the limits of applicability for a model of type (16). Moreover, from the opposite signs in the above inequalities and noting that \(|E_0|\) and \(|\Psi|^2\) are very sensitive to any small change in the effective cavity radius, it can be concluded that \(r_0 = 3.55 \, a_0\) resembles the value of optimal fitting. This again supports (39).

### 6. Conclusion

The discrepancy between the observed and the calculated ionization energy of P and S' impurities can be essentially accounted for by including the spatial dependence of the shielding of the impurity potential (cf. Refs. 3 and 22). A simple phenomenological description of the potential correction in terms of the cavity model of eq. (16) emerges from

| \(r_0/a_0\) | \(r_0 \, \text{Å}\) | \(E_0^{\text{EM}} \, \text{meV}\) | \(E_0^{\text{BST}} \, \text{meV}\) | \(E_0^{\text{Exp}} \, \text{meV}\) | \(|\Psi^{\text{EM}}(0)|^2 \, \text{Å}^{-3}\) | \(|\Psi^{\text{BST}}(0)|^2 \, \text{Å}^{-3}\) | \(|\Psi^{\text{MS}}(0)|^2 \, \text{Å}^{-3}\) | \(|\Psi^{\text{Exp}}(0)|^2 \, \text{Å}^{-3}\) |
|---|---|---|---|---|---|---|---|---|
| 4.44 | 2.35 | -29 | (-50) | -72 | -45 | 0.04 | 0.11 | 13 | 0.44 |
| 3.55 | 1.88 | -29 | > -40 | -40 | -45 | 0.04 | 0.066 | 1.37 | 0.44 |

Table 1. Ionization Energies and Probability Densities at the P Donor Nucleus in Silicon. Calculation are based on the crystal parameters (23). Values in parentheses refer to parameters according to (24). EM: simple effective mass theory. BST: Ref 13, Mii: present author, Exp.: experimental value.
a discussion of the various effects contributing to the total perturbing potential $U$ in the vicinity of the impurity.

On the basis of this model a reasonably fitting of the ionization energy with experiments is obtained if the effective mass $m^*$ rather than the free electron mass $m_0$ is employed in the Schrödinger equation. For a P donor the cavity radius fits at $r_0 = r_s$, and the application of the unrestricted EM theory yields fair agreement with the observations for both the energy and the wave function at the lattice site of the donor. In the case of a S$^+$ impurity the cavity radius derived from the experiment is $r_0 \leq r_s$.

A cavity as large as $r_0 = r_d$ appears to be inconsistent with the basic assumptions of EM theory even if it would be physically reasonable.

It is concluded that the interpretation of the S$^+$ level in terms of a free electron mass model yields satisfactory agreement with experiment only if one would have reason to completely neglect the spatial dependence of the lattice shielding.
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Appendix

Calculation of the integral

$$\int W_{n,m}(q) W_{m,n}(q) dq$$

Starting from the definition

$$I_0(n,m;\mu) = \int_0^\infty W_{n,m}(q) W_{m,n}(q) dq = I,(m,n;\mu),$$

the integral $I_0(n,m;1)$ of eq. (35) can be reduced to terms of the type $I_{-1}(n,m;\mu)$ as follows. On multiplying the well known recurrence formula

$$\frac{d}{dq} W_{n,m}(q) = \left(\frac{q}{2} - n\right) W_{n,m}(q) - W_{n+1,m}(q)$$

by $(1/q) W_{m,n}(q)$ and integrating, yields

$$\int_0^\infty W_{m,n}(q) W_{n,m}(q) dq = \frac{1}{2} I_0(n,m;\mu) - n I_{-1}(n,m;\mu) - I_{-1}(n+1,m;\mu).$$

On interchanging $m$ and $n$ and adding the resulting equation to (42), we arrive at the symmetric relation

$$I_0(n,m;\mu) = (n+m) I_{-1}(n,m;\mu) + \{I_{-1}(n+1,m;\mu) + I_{-1}(m+1,n;\mu)\} - W_{n,m}(0) \cdot W_{m,n}(0)$$

where use is made of $W_{n,m}(q) \rightarrow 0$ for $q \rightarrow \infty$.

The integral $I_{-1}(n,m;\mu)$ was evaluated by Buchholz who obtained

$$I_{-1}(n,m;\mu) = \frac{1}{n-m} \cdot \frac{\pi}{\sin(\pi \mu)} \left( \Gamma((1+\mu)/2-n) \Gamma((1-\mu)/2-m) - \Gamma((1+\mu)/2-m) \Gamma((1-\mu)/2-n) \right).$$

The integral (44) only exists for $|\mu| < 1$ while we are interested in the case $\mu = 1$. Therefore let $\mu = 1 - \epsilon$ where $\epsilon$ is a small positive quantity. From the definition of the Whittaker function it is then seen that $W_{n,m}(0) = 0$ for arbitrary $n$, hence the last term in (43) vanishes. If we now insert the integrals (44) in the relation (43), the limit $\epsilon \rightarrow 0$ can be carried out by means of L'Hôpital's rule, and the following expression be obtained with the aid of the functional equation $\Gamma(x+1) = x \cdot \Gamma(x)$:

$$I_0(n,m;1) = \frac{n+m}{n-m} \left( \frac{1}{\Gamma((1+\epsilon)/2-n)} \Gamma((1-\epsilon)/2-m) - \Gamma((1-\epsilon)/2-m) \Gamma((1+\epsilon)/2-n) \right)$$

$$\left. + \frac{1}{\Gamma((1+\epsilon)/2-n-1)} \Gamma((1-\epsilon)/2-m) - \Gamma((1-\epsilon)/2-m) \Gamma((1+\epsilon)/2-n-1) \right) \epsilon = 0$$

$$\left. + \frac{1}{\Gamma((1+\epsilon)/2-n-1)} \Gamma((1-\epsilon)/2-m-1) - \Gamma((1-\epsilon)/2-m-1) \Gamma((1+\epsilon)/2-n-1) \right) \epsilon = 0.\]$$

57 See Ref. 46, p. 81, eq. (40a).

58 See Ref. 46, p. 116, eq. (12). In this equation two signs are in error.
Using the definition $\psi(x) = \frac{d}{dx} \log \Gamma(x)$ of the $\psi$ function, (45) can be further transformed to give

$$I_0(n, m; 1) = \frac{1}{[1 - (n-m)^2]} \left[ \frac{1}{\Gamma(1-n)} \Gamma(1-m) \left( 1 + n + m + 2n m \frac{\psi'(1-m) - \psi'(1-n)}{n-m} \right) \right].$$  

(46)

The normalization integral (35) is obtained in the limit $m \to n$. Hence if we apply again L'Hôpital's rule the final result is

$$I_0(n, n; 1) = \frac{1 + 2n + 2n^2 \psi'(1-n)}{[\Gamma(1-n)]^2} = \frac{2n^2 + (1-n)^2 [1 + 2n + 2n^2 \psi'(2-n)]}{[\Gamma(2-n)]^2}.$$  

(47)

Integrals of the type $I_0(n,m;1)$ ($v$ positive, integer) may be evaluated in a similar way by additionally multiplying the recurrence relation (41) with an appropriate power of $\varphi$ before integrating. Thus ultimately one arrives at $I_0(n,m;1)$ which is known from eq. (46).

---

Energietransport zwischen Rekombinationszentren des Mn, Fe, Co, Ni und Cu bei der Elektrolumineszenz von ZnS-Phosphoren

H.-E. Gumlich und R. Moser

Institut für Elektronenmikroskopie am Fritz-Haber-Institut der Max-Planck-Gesellschaft, Berlin-Dahlem

(Z. Naturforschg. 20 a, 1490—1505 [1965]; eingegangen am 3. August 1965)

The transport of energy between Mn, Fe, Co, Ni, and Cu recombination centers in ac-electroluminescence of ZnS-phosphors has been investigated. The exchange of energy is explained to be due to hole migration via the valence band: during any cycle of the voltage electrons and holes are separated temporarily and recombine only after the direction of the electric field is reversed. The delay of recombinations gives rise to a change of the distribution of holes over the activators. Shortly after excitation the holes are distributed according to the capture cross sections. When the field is reversed within this period the recombinations take place in centres with high capture cross section. However when the frequency of the electric field is low and the temperature is so high that holes can be liberated by thermal energy, the holes are distributed following the Fermi-Statistics. The change of hole distribution has been studied by varying frequency, temperature and voltage.
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