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The potential distribution is calculated in an ion lens, consisting of three parallel collinear slits in three parallel electrodes. The slit system is supposed to be infinite in the direction of the slits, so the problem becomes two dimensional in a plane perpendicular on the direction of the slits. In this plane the potential distribution is calculated by the method of conformal transformation.

The SCHWARZ-CHRISTOFFEL transformation is used to map conformally the region between the projections of the electrodes of the slit system. It proves to be very simple to perform this transformation. Formulae are given for the case of an ion lens consisting of slits in three parallel plates. A series expansion and an iteration method are developed to find the necessary parameters. Both methods prove to be satisfactory if the slit widths are smaller than the distance to the neighbouring electrodes. Symmetrical lenses, not satisfying this condition will be treated in a second paper. In a third paper slit system will be treated with an arbitrary number of electrodes.

In the transformed region LAPLACE'S equation is solved, having as boundary conditions the potentials on the electrodes. In this way the exact potential distribution in the lens system is found. In a typical example the potential distributions are calculated along the axis for several potentials on the electrodes, together with the corresponding fields.

To compute the potential distribution in a lens system, LAPLACE's equation

\[ \Delta V = 0 \]  

is to be solved. The boundary conditions are set by the potentials at the electrodes and the field strength at infinity.

In literature only a few simple cases are treated. E.g. HENNEBERG 1 and GLASER and HENNEBERG 2 treat the case of one thin electrode at zero potential, with the field strengths at infinity as boundary conditions, in which electrode they assume either an infinitely long slit or a circular hole. In the present paper multiple electrode configurations are treated. The electrodes and slits are assumed to be of infinite length, so the problem can be considered two-dimensional in a plane perpendicular on the direction of the slits. As this boundary is rather complicated, the region between the projections of the slits is mapped conformally on the positive imaginary half of a complex plane, so that the electrode configuration falls along the real axis. This is the so called SCHWARZ-CHRISTOFFEL transformation. Over this transformation LAPLACE's equation is invariant, so in the new plane the same equation is to be solved, with much simpler boundary conditions.

As the SCHWARZ-CHRISTOFFEL transformation is suitable for any region bounded by straight lines,
the method to be developed in this paper is quite generally applicable. We confine ourselves however, to lenses consisting of three slits in three parallel electrodes. The slits are assumed to be parallel with collinear centres, the connecting line being a line of symmetry of the lens system.

§ 1. Performance of the transformation

The thickness of the electrodes is neglected in the first instance to get the configuration of Fig. 2. Let the slit widths be respectively \(2s_1\), \(2s_2\) and \(2s_3\); the electrode distances \(\pi r_1\) and \(\pi r_2\).

\[
\begin{array}{c|c|c|c|c|}
& 2S_1 & 2S_2 & 2S_3 \\
\hline
\pi r_1 & \pi r_2 & \\
\hline
\end{array}
\]

Fig. 2. Three electrode lens.

This electrode configuration is considered as a degenerate polygon in the complex \(z\)-plane \((z = x + iy)\). The conformal mapping of this \(z\)-plane to a complex \(w\)-plane \((w = u + iv)\) is performed by the inverse of the function:

\[
z(w) = w + B \ln \frac{w-b}{w-b} + D \ln \frac{w-d}{w-a} + E + \text{const}
\]

with

\[
B = \frac{(b^2-a^2)(b^2-c^2)(b^2-e^2)}{2b(b^2-d^2)b^2},
\quad D = \frac{(d^2-a^2)(d^2-c^2)(d^2-e^2)}{2d(d^2-b^2)d^2},
\quad E = \frac{a^2c^2e^2}{b^2d^2}.
\]

\(a, \ b, \ c, \ d, \) and \(e\) are real constants, satisfying the conditions

\[a > b > c > d > e > 0.\]

These constants have still to be determined.

The following consideration shows, that the function (2) does indeed map the \(u\)-axis in the \(w\)-plane on the electrode configuration:

If \(s\) lies on the positive \(u\)-axis, with \(s > a\), the integrand is positive. If \(s\) decreases, then \(ds\) is negative, so \(x\) also decreases and the image of a point moving along the \(u\)-axis describes a line parallel to the real axis of the \(z\)-plane. For \(s = a\) the integrand changes sign and the image point will move along the same line parallel to the \(z\)-axis in the opposite direction. For \(w \to b + 0\) \(x\) goes to plus infinity. To avoid this difficulty the point in the \(w\)-plane is assumed to describe a small semi-circle round \(s = b\):

\[s = b + re^{iq}, \quad 0 \leq q \leq \pi.\]

The corresponding change in the \(z\)-plane is given by

\[
z(w) = z(w = b^0) - z(w = b + 0) = \lim_{r \to 0} \int_0^{2\pi} \left(1 + \frac{B}{r e^{iq}} + \ldots\right) r e^{iq} \, dq = B i \pi,
\]

so the image point moves over a distance of \(B \pi\) in the direction perpendicular to the real axis. When \(w\) moves from \(b\) to \(c\), the image point describes half of a line parallel to the first at a distance \(B \pi\) from it. So it is obvious that the image point of a point moving along the \(u\)-axis describes the electrode configuration in the \(z\)-plane. The coefficients \(B\) and \(D\) are determined by the distances of the electrodes.

The slit width of the first slit is given by

\[
2s_1 = \Re \{z(w = a) - z(w = -a)\} = 2(a + B \ln \frac{a-b}{a-b} + D \ln \frac{a-d}{a-d} + E).
\]

The two distances between the electrodes and the three slit widths furnish the five equations to determine \(a, b, c, d,\) and \(e\).

§ 2. Approximate solution

The equations to determine the parameters governing the conformal mapping are

\[
\begin{align*}
\frac{a + r_1 b}{a - b} + \frac{a + d}{a - d} + \frac{a^2 c^2 e^2}{b^2 d^2} &= s_1, \\
\frac{a^2 b^2 - b^2 - c^2}{b^2 - d^2} + \frac{a^2 c^2 e^2}{b^2 d^2} &= r_1, \\
\frac{c + r_1 b}{c - b} + \frac{c + d}{c - d} + \frac{a^2 c^2 e^2}{b^2 d^2} &= s_2, \\
\frac{a^2 c^2 e^2}{b^2 d^2} + \frac{a^2 c^2 e^2}{b^2 d^2} &= r_2, \\
\frac{e + r_1 b}{e - b} + \frac{a^2 c^2 e^2}{b^2 d^2} &= s_3.
\end{align*}
\]

From these five equations the five unknowns have to be solved, where it is known from the nature of the problem, that the unknowns are real and that \(a > b > c > d > e > 0\). These last restrictions reduce the number of solutions to one. In this first paper the case will be considered, when the slits are smaller than the distances to the neighbouring slits.

To solve the system (3) we suppose

\[a^2 > b^2 > c^2 > d^2 > e^2.\]
This supposition implies \( a \gg c \gg e \) and \( b \gg d \). Neglecting terms of higher order, the equations (3) simplify considerably. Using the series expansion
\[
\ln\left| \frac{a - b}{a + b} \right| = \frac{1 + b^2}{a} \left[ 1 + \frac{1}{3} a^2 + \frac{1}{5} a^4 + \ldots \right] \quad (b < a)
\]
we get the approximate equations
\[
a + 2 r_1 b = s_1, \quad \frac{e}{b} + 2 r_2 \frac{d}{c} = s_2, \quad \frac{c^2}{2 b} = r_1, \quad 2 r_2 \frac{e}{d} + \frac{a^2 c^2 e}{b^2 d^2} = s_3.
\]
(5)
The exact solution of these approximate equations is
\[
a = \frac{s_1}{2}, \quad b = \frac{s_1^2}{2 r_1}, \quad c = \frac{s_1^2 s_2}{2^5 r_1^2 r_2}, \quad d = \frac{s_1^2 s_3}{2^7 r_1^3 r_2}, \quad e = \frac{s_1^2 s_2^2 s_3}{2^9 r_1^3 r_2}, \quad v_1 = \frac{s_1}{4 r_1}, \quad v_2 = \frac{s_2}{4 r_1}, \quad v_3 = \frac{s_3}{4 r_2}, \quad v_4 = \frac{s_4}{4 r_2},
\]
the ratios \( v_n \) being defined by
\[
v_1 = \frac{s_1}{4 r_1}; \quad v_2 = \frac{s_2}{4 r_1}; \quad v_3 = \frac{s_3}{4 r_2}; \quad v_4 = \frac{s_4}{4 r_2};
\]
Even more simply these results can be derived directly from the integral (2) using the assumption (4). This will be used in a subsequent paper. The assumption (4) corresponds to \( v_n^2 \ll 1 \). If we suppose \( v_n^2 < 1/10 \), this means that the slit widths \( 2 s < 0.8 \times \) the distances to the neighbouring slits. In most electron lenses this condition will be satisfied.

For symmetrical assemblies, where \( v_n^2 \) is no longer small, the corresponding values of \( a, b, c, d, e \) will be calculated in a second paper.

§ 3. Higher approximations and exact solution
Substituting the approximate solution (6) in the original equations (3), we get the slit widths and electrode distances, corresponding to the approximate values of the parameters \( a \) to \( e \) inclusive.

Supposing \( v_n^4 \ll 1 \) and neglecting fourth order terms in \( v_n \) we get:
\[
s_1 \left( 1 + \frac{1}{3} v_1^2 + \frac{1}{5} v_2^2 \right) \quad \text{instead of } s_1, \quad r_1 \left( 1 - v_1^2 - v_2^2 \right) \quad \text{instead of } r_1, \quad s_2 \left( 1 + \frac{1}{3} v_1^2 + \frac{1}{5} v_2^2 \right) \quad \text{instead of } s_2, \quad r_2 \left( 1 - v_2^2 - v_4^2 \right) \quad \text{instead of } r_2, \quad s_3 \left( 1 + \frac{1}{3} v_3^2 + \frac{1}{5} v_4^2 \right) \quad \text{instead of } s_3,
\]
and this gives an impression of the accuracy obtained with the approximation we have used.

To get better values for the unknowns \( a, b, c, d, e \), we substitute in the equations (3)
\[
a = \frac{1}{3} s_1 \left( 1 + A_1 v_1^2 + A_2 v_2^2 + A_3 v_3^2 + A_4 v_4^2 \right), \quad b = \frac{1}{5} s_1 v_1 \left( 1 + B_1 v_1^2 + B_2 v_2^2 + B_3 v_3^2 + B_4 v_4^2 \right), \quad c = \frac{1}{7} s_1 v_1 v_2 \left( 1 + C_1 v_1^2 + C_2 v_2^2 + C_3 v_3^2 + C_4 v_4^2 \right), \quad d = \frac{1}{9} s_1 v_1 v_2 v_3 \left( 1 + D_1 v_1^2 + D_2 v_2^2 + D_3 v_3^2 + D_4 v_4^2 \right), \quad e = \frac{1}{11} s_1 v_1 v_2 v_3 v_4 \left( 1 + E_1 v_1^2 + E_2 v_2^2 + E_3 v_3^2 + E_4 v_4^2 \right).
\]
In the appendix it will be proved, that in the series expansions of the parameters only terms in \( v_n^2 \) appear.

In this way it is found:
\[
A_1 = -\frac{1}{3}; \quad A_2 = 0; \quad A_3 = 0; \quad A_4 = 0; \quad B_1 = -\frac{1}{5}; \quad B_2 = -1; \quad B_3 = 0; \quad B_4 = 0; \quad C_1 = -\frac{1}{7}; \quad C_2 = -\frac{3}{7}; \quad C_3 = -\frac{1}{7}; \quad C_4 = 0; \quad D_1 = -\frac{1}{9}; \quad D_2 = -\frac{3}{9}; \quad D_3 = -\frac{1}{3}; \quad D_4 = -1; \quad E_1 = -\frac{1}{11}; \quad E_2 = -\frac{3}{11}; \quad E_3 = -\frac{1}{3}; \quad E_4 = -\frac{1}{3}. \quad (7)
\]
In the same way the fourth order corrections are found to be (Table 1):

<table>
<thead>
<tr>
<th></th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>33</th>
<th>34</th>
<th>44</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-4/15</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>11/45</td>
<td>7/3</td>
<td>0</td>
<td>0</td>
<td>4/3</td>
<td>1/3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>86/45</td>
<td>65/9</td>
<td>-4/9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-4/15</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>E</td>
<td>86/45</td>
<td>52/9</td>
<td>16/9</td>
<td>20/9</td>
<td>86/45</td>
<td>20/9</td>
<td>20/9</td>
<td>86/45</td>
<td>65/9</td>
<td>41/15</td>
</tr>
</tbody>
</table>

Table 1. Equations (8).

where \( A_{nm}, B_{nm} \) etc. are the coefficients of \( v_n^2 v_m^2 \) for \( a, b \) etc. respectively. This method can be continued to get more accurate values of the parameters.

But if \( v_n^2 \) is not very small, the method seems to be tedious and slowly converging (if converging at all). Then an iteration method is more suitable. It may be done in the following way:

The approximate equations (5) are made exact by adding in the right-hand terms the neglected quantities, to get the equations:
\[ a + 2 r_1^b a = s_1 - 2 r_1^b a \left\{ 1 b^a + 1 b^i + \ldots \right\} \]
\[ -2 r_2^d a (1 + \ldots) - \frac{a e^i}{b^2 d^2} = S_1, \]
\[ a = \frac{r_1^b a^{b^2 - d^2}}{b^2 - c^2} + \frac{b}{2} = R_1. \]
\[ 2 r_1^c b + 2 r_2^d c = s_2 - c - 2 r_1^b c \left\{ 1 c^2 + \ldots \right\} \]
\[ -2 r_2^d c (1 c^2 + \ldots) - \frac{a e^i c^2}{b^2 d^2} = S_2. \]
\[ 2 r_2^e d + \frac{a e^i}{b^2 d^2} = s_3 - e - 2 r_1^e b (1 + \ldots) \]
\[ -2 r_2^e d (1 + \ldots) = S_3. \]

Now in the right hand terms the approximate values of the unknowns are substituted. With these values \( R_{1,2} \) and \( S_{1,2,3} \), one gets a more accurate solution of a form analogous to (6):
\[ a = S_1 \frac{R_1}{1 + R_1}, \]
\[ b = \frac{S_2^2 R_1}{2(r_1 + R_1)^2} \]
\[ c = \frac{S_1^2 R_1 R_2}{4(r_1 + R_1)^2 (r_1 R_2 + R_1 R_2)} \]
\[ d = \frac{S_1^2 S_2^2 R_3^2 R_2}{8(r_1 + R_1)^2 (r_1 R_2 + R_1 R_2)^2} \]
\[ e = \frac{S_1^2 S_2^2 S_3^2 R_3^2 R_2}{16(r_1 + R_1)^2 (r_1 R_2 + r_2 R_1)(r_2 + R_2)} \]
with \( V_1 = \frac{S_1}{2(r_1 + R_1)^2} \); \( V_2 = \frac{S_2 R_2}{2(r_1 R_2 + R_1 R_2)} \); \( V_3 = \frac{S_3 R_1}{2(r_1 R_2 + R_1 R_2)} \); \( V_4 = \frac{S_3 R_3}{2(r_2 + R_2)} \).

These new values of \( a, b, c, d, \) and \( e \), substituted in the right-hand terms of (9) furnish more accurate values of \( S_{1,2,3} \) and \( R_{1,2} \) etc. In practice, this iterating process converges quickly. In this process the correction terms (7) and (8) are not valid.

**§ 4. Solution of Laplace’s equation in the \( w \)-plane**

We now have to solve LAPLACE’s equation in the \( w \)-plane, with the boundary condition the potential distribution along the real axis of the \( u \)-plane, corresponding to the given potentials of the electrodes. To achieve this, we discuss at first the potential distribution of Fig. 3 a: along the real axis of the \( w \)-plane left of \( Q (q,0) \) the potential is +1, right of \( Q \) zero. It is evident, that the equipotentials in this case are the dotted lines and the potential in a point \( R \) is given by \( 1/\pi < RQS \). From the same reasoning the potential in the point \( R \) in the arrangement of Fig. 3 b equals \(-1/\pi < RPS \). If the potential distribution along the \( u \)-axis is given by:
\[ V = 0 \quad \text{for} \quad u < p \quad \text{or} \quad q < u, \]
\[ V = 1 \quad \text{for} \quad p < u < q, \]
the potential in \( R(u,v) \) may be found by linear superposition of the above cases. In our notation this corresponds to
\[ V(u,v) = 1/\pi \left\{ \text{arctan} \frac{v}{u-q} - \text{arctan} \frac{v}{u-p} \right\} \]
(10)
where the arc tan should be chosen in accordance with the boundary conditions. When
\[ \text{arctan} \frac{v}{u-q} \rightarrow 0 \quad \text{for} \quad v \rightarrow 0 \quad \text{and} \quad u > q, \]
\[ \text{arctan} \frac{v}{u-p} \rightarrow 0 \quad \text{for} \quad v \rightarrow 0 \quad \text{and} \quad u > p, \]
\( V(u,0) \) satisfies the boundary condition.

The equations (2) and (10) give in an implicit form the potential in the slit system.

Most interesting, however, is the potential distribution along the central line of the lens system. This line coincides with the imaginary axis. Using the
identity 
\[ \ln \frac{p + qi}{p - qi} = 2i \arctan \frac{q}{p}, \]
equation (2) transforms into 
\[ y = \frac{z}{i} = v - 2B \arctan \frac{v}{b} - 2D \arctan \frac{v}{d - v} \]
for points on the imaginary axis. Similarly for these points (10) transforms into 
\[ V(v) = -\frac{1}{\pi} \left( \frac{\arctan \frac{v}{p} - \arctan \frac{v}{q}}{} \right) \]
again giving in an implicit form the potential distribution along the central line.

Near the main axis of the slit lens the potential distribution can be computed by series expansion:
\[ V(x, y) = V(0, y) + \left( \frac{3\partial V}{\partial x} \right)_{0, y} x + \frac{1}{2} \left( \frac{3\partial^2 V}{\partial x^2} \right)_{0, y} x^2 + \ldots \]
In the case of a symmetrical potential distribution all odd derivatives are zero. According to (1)
\[ \frac{3\partial V}{\partial x^2} = -\frac{3\partial V}{\partial y^2}; \]
by differentiation all even derivatives can be found:
\[ \frac{3\partial^4 V}{\partial x^4} = \frac{3\partial^4 V}{\partial y^4}, \text{ etc.} \]
So from the known potential distribution along the central line the potential near this line is given by:
\[ V(x, y) = V(0, y) - \frac{1}{2!} x^2 V_{yy}(0, y) + \frac{1}{4!} x^4 V_{yyyy}(0, y) + \ldots . \]

§ 5. Example

As an example we take the slit lens represented in Fig. 4. The units are arbitrary.

From the values
\[ s_1 = 0.5; \quad s_2 = 1; \quad s_3 = 0.75; \quad r_1 = r_2 = \frac{3}{\pi} = 0.954930 \]
we get in the successive approximations (s. Table 2).

<table>
<thead>
<tr>
<th>I</th>
<th>1</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td>II</td>
<td>2</td>
<td>III</td>
</tr>
<tr>
<td>IV</td>
<td>1.5</td>
<td>IV</td>
</tr>
</tbody>
</table>

Table 2.

From these diverse approximations we get the following slit widths and electrode distances, using the formulae (3) (s. Table 3).

| | | | | |
|---|---|---|---|
| | form. (6) | first approx. (7) | second approx. (8) |
| a | 0.250000 | 0.251428 | 0.251115 |
| 10b | 0.327249 | 0.305802 | 0.305919 |
| 100c | 0.856736 | 0.770376 | 0.770781 |
| 100d | 0.922429 | 0.190875 | 0.191111 |
| 1000e | 0.440398 | 0.345585 | 0.345495 |

Table 3.

In Table 4 various potential distributions are given along the axis of the system, when the indicated electrode has the potential 1. When the electrodes have different potentials, the potential distribution is a linear superposition. In Table 5 the corresponding fields along the axis are given. In the second and last columns the case is given, when there are no potentials on the electrodes but a field of 1 unit of field strength is applied before resp. behind the lens. In the Figs. 5 and 6 the results are represented graphically.

This theory has been developed for lens systems with electrodes of infinitely small thicknesses. In most cases there is an equipotential in the neighbourhood of the infinitely thin electrodes corresponding in fair approximation to the form of the actual electrodes of finite thickness with rounded edges as indicated in Fig. 7. Thus real cases can also be treated with this theory, if we change in the right way the position of the electrode, the slit width, and the potential of the electrode.

Appendix

Proof, that only terms in \( v_n^2 \) appear in the series expansions of the parameters \( a, b, c, d, \) and \( e \).

The proof is given by induction. The defining for-
Fig. 5. Potential along the axis.

Fig. 6. Field along the axis.
These two facts imply that the following series expansions are valid:

$$a = s_1 \sum a_{k+p+q} v_1 v_2^l v_3^m v_4^n$$

and analogous for $b$, $c$, $d$, and $e$. In § 1 the first terms of these expansions have been found, and the expansion for $b$ gets the more special form

$$b = s_1 v_1 \sum b_{k+p+q} v_1 v_2^l v_3^m v_4^n$$

and analogous for $c$, $d$, and $e$.

By substituting the series expansions of the parameters $a$, $b$, $c$, $d$, and $e$ with only first order terms in $v_n$ included ($k + l + p + q = 1$) in the formulae (3), it is easily proved, that these first order terms are all zero.

Now we suppose, that we have the series expansions up to the $(2n + 1)$st order:

$$a = s_1 v_1 (1 + A_{2n} + a_{2n})$$

$$b = s_1 v_1 (1 + B_{2n} + b_{2n})$$

where $A_{2n}$, $B_{2n}$, etc. contain only even powers of the $v_k$ up to the order $2n$ and $a_{2n}$ or $b_{2n}$ etc. is the term of lowest order, having odd powers of one or more of the $v_k$, this order thus being $2n$ or $2n + 1$. Evaluating $a^2$, $a^n b^n$, $a^2/b^n$, $r_1 (b/a)^{m+1}$, etc.

which are in fact the only expressions, occurring in the equations (3) after performing the series expansions for the logarithms, one will find that odd terms of the order $2n$ or $2n + 1$ only enter as homogeneous first order expressions in $a_{2n}$, $b_{2n}$ etc. Equating all terms of this order to zero, provides:

$$a_{2n} = b_{2n} = \ldots = 0.$$
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Calculation is made of the shape of the magnetic field between conical pole faces, which may be used as an inhomogeneous deflecting field for a mass spectrometer. The results are expressed as a series expansion in the coordinates around the main path, and in the gap width at the radius of the main path.

The application of $\eta$-independent, inhomogeneous magnetic deflecting fields for mass spectrometers offers the possibility of considerable increase in resolving power without increase of radius or decrease of slit widths (Tasman and Boerboom 1; Wachsmuth, Boerboom and Tasman 2; Tasman, Boerboom and Wachsmuth 3). Hereto magnetic fields are required, which decrease with increasing radius. The simplest way to create such fields is the use of conical pole faces, between which the gap increases with increasing radius. The present calculations provide the shape of the resulting field, as a power expansion in the normal and binormal coordinates, and the gap width at the radius $r_m$ of the main path, for the symmetrical case with respect to the median plane.

The coordinate system is shown in Fig. 1; a radial section is represented in Fig. 2. Use is made of the dimensionless coordinates: normal coordinate $u = (r - r_m)/r_m$, binormal coordinate $v = z/r_m$; path coordinate $w = \eta$. The gap width at $u = 0$ equals $2br_m$.

1. The scalar magnetic potential

The scalar magnetic potential $\Phi_m$ is related to the magnetic field strength $B$ through its definition: